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Preface

Motivation
We grew up in the pre-Google times where we needed to go to the physical library, sift 
through library catalogs, and peruse the stacks in order to hopefully find the relevant 
information we needed. If the book was not there, then we could ask the librarian when 
it would be returned. Sometimes the librarian told us who checked it out and we could 
harass our fellow friend/classmate to borrow the book. Fast-forward to now where 
we’re living our lives simultaneously in the physical and digital world. The information 
that we used to find only in books and talking with others is now readily available on 
the Internet. We now rely on this digital infrastructure to perform everyday tasks like 
buying groceries, paying bills, and providing us with real-time directions. 

However, while the opportunity for access to information has expanded drastically, 
the quality of that information and its impact on other systems, tools, and platforms—
both in our physical and digital worlds—are still being rooted out. We have experienced 
a dilution of our physical privacy with increased digital surveillance in our 
neighborhoods with doorbell cameras, in shopping centers, and at traffic intersections. 
We have become more aware of the higher likelihood of the digital misclassification of 
Black and Brown faces, which has led to the misplaced criminalization of innocent 
people. We have become accustomed to living and learning within the limits of our 
digital infrastructure, and for some of us, these limits are more severe. 

So, here is where this book, Mitigating Bias in Machine Learning, enters the landscape. 
The instructional content, especially in the natural sciences, have unfortunately 
overlooked the cascading tensions and frictions induced by our expanding digital 
space. We set out to contribute to the educational resources available that specifically 
discusses the impact of all these digital products and suggest interventions to lessen 
their harmful effects. 

Artificial intelligence (AI), a term first coined in the 1950s, was originally defined as 
“the science and engineering of making machines intelligent” by John McCarthy. By the 
1990s, artificial intelligence’s description had become more concrete and evolved to 
“the designing and building of intelligent agents that receive percepts from the 
environment and take actions that affect that environment” in a foundational AI 
textbook, Artificial Intelligence: A Modern Approach.” These definitions, predating the 
Internet, were established by white, male computer science faculty at top-ranked U.S. 
institutions. The premise was that much of the foundational AI work was designed and 

xv
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developed by this demographic group. But with the proliferation of the Internet, social 
networks, and apps, AI moved from an abstract concept at an academic setting to being 
accepted as a decision-making agent affecting millions of people around the world. 

As AI development progressed, the description reflected a much more relatable and 
controversial stance as programs with the ability to learn and reason like people. And a 
key subdivision, machine learning, emerged to specify the advanced computations and 
optimizations needed toward attempts to achieve the learning and reasoning goals of 
AI. Soon after AI was introduced, machine learning (ML) emerged in the late 1950s. ML 
approaches are heralded as a set of computing algorithms with the ability to learn 
without being directly programmed. ML’s original goal was to record or remember all 
the positions it had seen before and ultimately outsmart the algorithm’s programmer. 

We use AI throughout our daily lives such as with geospatial positioning systems 
(GPSs). Being able to navigate a new city in real time is made possible by AI systems 
ingesting the thousands of roadways connecting cities and countries. We are the 
beneficiaries of ML approaches when it comes to product recommendations. We can 
more easily find comparable products, compare and contrast their reviews, and add 
supplemental products to our e-commerce shopping carts. 

With these benefits, there is a growing list of instances where AI and ML produced 
inaccurate outcomes. A predominant misguided AI example comes in the mis
identification of Black and Brown people in open criminal cases, which have led to 
their unfortunate detainment from hours to days. Several of these individuals are now 
suing the police department due to the injustice. Using ML methods, one bad outcome 
is the lower credit card limits for U.S. women and the higher number of credit cards 
collected by women. Credit lending to U.S. women is less than 50 years old and was 
decided in the 1974 Equal Credit Opportunity Act (ECOA). It granted U.S. women the 
right to open credit cards in their own name. Compounded with pay inequity, U.S. 
women receive these lower credit card limits, so they tend to have more credit  
cards than their male counterparts. The historical and socioeconomic contexts that 
influence computational decisions and outcomes are why we set out to create this book. 
We wanted to highlight examples of disparities and pinpoint recommendations to 
reduce the harms generated by computationally based systems. Recently, there have 
been many cases of bias in AI that have garnered national media attention. For example, 
chatbots that become racist or bigoted over time, algorithms that convert highly 
pixelated images to white people, hiring apps that filter out women applicants, facial 
recognition technology that does not recognize black faces, AI generating all non-Black 
or non-Brown professor images, or recidivism technology that targets one demographic 
of perpetrators. All these challenges motivate the need for diverse perspectives in AI 
such as amplifying the voices of women, Black, Latino, Hispanic, Indigenous, disabled, 
LGBTQ+, and international scholars. This text has answered the call and will address 
that need. 

Introduction
This textbook was a long time in the making but a much-needed addition to the 
burgeoning landscape of ML. Although ML has recently experienced exponential 
growth, there are a few texts about the presence of bias. As presented in Data Conscience: 
Algorithmic Siege on Our Humanity (Marshall, 2022):
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“bias has become the ethical catchall in tech/data. Bias has two distinct definitions that 
makes the choice of this word a bit unclear. Understanding bias takes on one or these two 
extremes: combating prejudice or correcting mathematically based errors. Thus, the goals 
for addressing bias in tech systems do not overlap. Conflating these meanings here keeps 
the tech community stuck in defining bias as correcting errors, rather than mitigating 
prejudice and errors. These harms persist perpetuating chaos and confusion in, around, 
and outside of tech spaces. Bias, even under the umbrella of these two definitions, takes on 
many, many forms (for instance, https://catalogofbias.org/biases, which does not contain 
an exhaustive list).”

We therefore tackle bias directly to promote discussions and tangible methods that 
integrate ethics in robotics, AI, natural language processing, and ML.

This textbook is ideal for undergraduate or graduate students or those seeking an 
introduction to ML. Since there are few textbooks with practical applications of ML, this 
contribution will fill in the gap by introducing the topic with an emphasis on a real-
world perspective and implementations.

Book Organization
The book is organized to tell the story of how bias in ML has negatively impacted 
certain communities. It will highlight ML approaches and how bias in these digital 
structures has failed specific communities, including historically excluded, marginalized, 
and minoritized communities, then how these failures have led to injustice for these 
populations. Each chapter is designed to make the reader think critically about the 
systems and platforms and how the oppression and inequities have been scaled, in 
addition to providing recommendations that may serve as a plan of action to mitigate 
the biases identified there.

The layout of this book takes the reader on a journey that starts with how disparities 
show up in various contexts. Then it highlights applications and toolkits that identify 
bias in text-based systems. Then we move on to health care and how bias can impact the 
care and treatment of vulnerable populations. Finally, environmental justice in ML 
addresses everyday unavoidable but hidden quality-of-life issues.

Each chapter will start with a question related to some field of ML that will be 
addressed. It will then highlight the learning objectives that should be achieved in the 
journey to answer the motivating question. Next, will be an overview that may include 
highlighting the key terms discussed or defined in the chapter. The chapter will present 
the answer to the question in the context of practical applications that may include 
examples, user or case studies, experiments, or simulations. Finally, there will be a 
summary of how the learning objectives were achieved as well as recommendations for 
promoting ethics and/or mitigating bias in the relevant field. The end of chapter 
questions, problems, and activities will enable the reader to appreciate the richness of 
the field and understand the theory through active learning. We hope you learn and 
enjoy.

Chapter Themes
The following list summarizes the chapters organized by major themes.

00_Berry_FM_i-xxx.indd   17 29/07/24   1:36 PM

https://catalogofbias.org/biases


	 P r e f a c e 	 xix	 xviii	 P r e f a c e

Bias and Ethics in Machine Learning
•	 “Beyond Algorithmic Bias” by Ana Carolina da Hora and Silvandro Pereira 

Pedrozo answers the question, “What is algorithmic justice and why do we 
need to talk about it?”

•	 Brooke Odle, Katherine Finley, Victoria Longfield, and Rodrigo Serrão provide 
context for the text in their chapter on the question: “What does it mean for a 
machine learning algorithm to be ethical?”

•	 “Where and how can we incorporate different perspectives in the design of 
machine learning?” is answered by Bavisha Kalyan, Anthony Diaz, and 
Mara Carrasquillo.

Large Language Learning Models and Bias
•	 Jazmia Henry explores the question: “How does bias show up in large language 

models and how can we combat that bias?” in “Combating Bias in Large 
Language Models.”

Bias in Frameworks/Fairness in Systems
•	 In “Comparative Case Study of Fairness Toolkits,” Keith McNamara, Jr., Kiana 

Alikhademi, Brianna Richardson, Emma Drobina, and Juan E. Gilbert answer 
the question: “How effective are fairness toolkits at detecting and mitigating 
bias and ensuring fairness in machine learning? And what are their 
shortcomings?”

Bias in Frameworks/Fairness in Software
•	 “How can you mitigate bias in hate speech detection systems?” is the question 

Zahraa Al Sahli answers in “Bias Mitigation in Hate Speech Detection.”

Health Care
•	 In “Toward Rectification of Machine Learning Bias in Health Care Diagnostics: 

A Case Study of Detecting Skin Cancer Across Diverse Ethnic Groups,” Jennafer 
Roberts and Laura Montoya answer the question: “How can we mitigate bias in 
health care in machine learning?”

•	 Isaac K. Gang asks “How can you mitigate bias in medical machine learning 
and AI systems?” in the chapter “Recognizing Bias in Medical Machine Learning 
and AI Models.”

•	 A concern in the health care field is “Why does undertheorizing magnify ethical 
issues in health AI/ML among diverse populations?,” and this will be explored 
by Fay Cobb Payton, Xuan Lui, and Lynette Yarger.

Socioecological Systems
•	 Ayushi Aggarwal, Tyrek Shepard, Thema Monroe-White, and Joe F. Bozeman 

III explore the question: “What overarching tools and concepts should you use 
when attempting to yield equitable outcomes in social and ecological 
(socioecological) systems?” in “Applying the Wells-DuBois Protocol for 
Achieving Systemic Equity in Socioecological Systems.” 
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Natural Language Processing
•	 “How do systemic biases emerge in natural language processing, what societal 

impacts do they create, and how can we address these biases?” is answered by 
Olga Scrivner in “Unveiling Unintended Systematic Biases in Natural Language 
Processing.” 

Biographies
Ayushi Aggarwal is a staff professional at Geosyntec Consultants who works on 
remediation projects, phase 1 site assessments, and environmental process consultancy. 
She graduated with a master’s in environmental engineering from Georgia Institute of 
Technology, Georgia, USA, and bachelor’s in chemical engineering from the Vellore 
Institute of Technology, India. As an undergraduate and graduate researcher, her 
contributions range from nutrient recovery to data analysis and prediction using neural 
networks. Her master’s thesis explored an inequity checklist–based system’s usage to 
detect systematic biases in a public food-energy system using data visualization tools 
like clustering and expanded the study concerning chemical exposure to humans.

Dr. Kiana Alikhademi is a senior machine learning engineer at Walmart Global Tech. 
In 2023, Dr. Alikhademi received her PhD from the Department of Computer and 
Information Science and Engineering at the University of Florida. She also holds a 
master’s degree in computer science from the same institution. Dr. Alikhademi earned 
her bachelor’s degree in computer science from the Amirkabir University of Technology 
in Tehran, Iran.

Zahraa Al Sahili is a PhD candidate at Queen Mary University of London and holds 
the prestigious DeepMind PhD Scholarship. Her research primarily focuses on vision 
language foundation models, with a keen interest in fairness and robustness in AI. 
She received her master’s in electrical and computer engineering degree from the 
American University of Beirut with machine learning as a research area, emphasizing 
transfer learning, computer vision, and graph neural networks. Al Sahili has also been 
involved in academic teaching, including teaching assistant roles, curriculum developer, 
and as an instructor for UCL, QMUL, Udacity, AUB, and University of Groningen​​.
Furthermore, Zahraa Al Sahili has been featured on “Tech Sisters Stories,” a platform 
that shares stories of women in tech.

Dr. Carlotta A. Berry is a professor and endowed chair in electrical and computer 
engineering at Rose-Hulman Institute of Technology. Her area of expertise is human-
robot interaction, engineering, and mobile robotics education. She is the author of 
multiple technical publications and one textbook, Mobile Robotics for Multidisciplinary 
Study. She is a prolific speaker, mentor, role model, and STEM trailblazer. In her efforts 
to increase the number of women and historically marginalized and minoritized 
students earning degrees in computer science and computer, electrical, and software 
engineering at her university, she co-founded the Rose Building Undergraduate 
Diversity professional development, networking, and scholarship program. She also 
worked with other faculty to create the first multidisciplinary minor in robotics at 
Rose-Hulman. In 2020, to achieve her mission to diversify STEM by bringing robotics to 
people and bringing people to robotics, she launched her business, NoireSTEMinist 
educational consulting. She also co-founded Black In Engineering and Black In Robotics 
to promote diversity, equity, inclusion, and justice in STEM. Her novel strategies to 
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normalize seeing Black women in STEM, including performing robot hip hop slam 
poetry, writing black STEM romance novels, conducting robotics workshops, creating 
open source robots, sharing Black STEM digital AI art, and using social media to educate 
the world about engineering and robotics, have proven to be groundbreaking. Due to 
her innovative work in engineering education and STEM outreach, she has appeared in 
several print and digital media including Forbes, Black Enterprise, New York Times, and 
CBS News. She has been recognized with several national awards, including the 
American Society of Engineering Education (ASEE) fellow, ASEE Electrical and 
Computer Engineering Division Distinguished Engineering Educator, Grace Hopper 
Celebration Educational Innovation Abie Award, Institute of Electrical and Electronic 
Engineers Undergraduate Teaching Award, Indiana Business Journal Women of 
Influence, and Society of Women Engineers Distinguished Engineering Educator. 

Dr. Joe F. Bozeman III is an assistant professor of civil and environmental engineering 
with a courtesy appointment in the School of Public Policy at the Georgia Institute of 
Technology. His research focuses on developing equitable circularity, urban carbon 
management, and food-energy-water strategies. He has over a decade of private and 
public sector experience, and his award-winning work has been featured in major 
media outlets such as Popular Science, the Geographical Magazine, and NPR. He really 
enjoys transdisciplinary collaboration and believes approaching research questions 
in this way is a must for addressing the complex, “wicked” challenges of our time. On 
a personal level, he also enjoys sound engineering (various genres), multimedia 
production (including for science communication), watching and participating in 
sports/athletics, and video game playing when time permits (role-playing and sports 
games).

Ana Carolina da Hora is a master’s student in ethics in computer vision at Unicamp 
(2023–2025) and has a bachelor of computer science degree from the Pontifical Catholic 
University of Rio de Janeiro, with diverse experiences throughout the undergraduate 
program. She graduated from the Apple Developer Academy program at the same 
university, where she experienced the development of applications with machine learning. 
She was president of the IEEE chapter of the university between 2016 and 2020 and 
worked for two years at the Cyberlabs Research Laboratory, focusing on image and 
voice recognition research. She serves as a columnist on artificial intelligence and ethics 
at MIT Technology Review Brazil and UOL Tilt, and has also written for Canal Futura, 
Gizmodo, and Folha de São Paulo. Since 2021, she has been part of the research group at 
the Center for Technology and Society at the FGV Rio Law School, working on 
cybersecurity and algorithmic justice themes. In 2020, she was elected one of the 100 
important women researchers in the world in the field of ethics in AI. In 2021, she was 
listed in the Forbes Under 30 by MIT. In 2022, she also received the Sabia Award from 
the Cambridge Education Department for her research published during her 
undergraduate studies, titled “Algorithmic Racism in Facial Recognition.” In 2022, she 
was recognized by the Secretary of Women of Rio de Janeiro as one of the female leaders 
in technology in the city, through the Nilse da Silveira Award. She is a consultant for the 
United Nations, Superior Electoral Court, UNDP, and presidency of the Brazilian 
government, where she is part of the council for social, sustainable, and economic 
development. She is also a science communicator in the projects Computação sem Cão, 
funded by Serrapilheira from 2018 to 2020, and Ogunhe Podcast. In 2020, she founded 
the Instituto da Hora, a research institute focused on digital rights in Brazil.
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Anthony Diaz is the co-founder and executive director of the Newark Water Coalition. 
He has traveled nationally and internationally to work on water issues on indigenous 
lands and rural communities. Anthony was able to represent Newark at the United 
Nations Climate Conference in Glasgow, Scotland. He believes that people power can 
win against the interconnected struggles of humanity. The Newark Water Coalition is a 
multiethnic and multigenerational grassroots organization that provides services as 
well as resources to the Newark community. The Newark Water Coalition has been 
serving the community since 2018. In 2023, the Newark Water Coalition distributed 
over 150,000 pounds of food and over 100,000 gallons of water, serving over 20,000 
community members annually. Anthony, in partnership with Bavisha Kalyan, a doctoral 
student at the University of California Berkeley, initiated the Mobile Lead Testing Unit, 
a community science project based in Newark. This collaboration aimed to bridge the 
gap between quantitative science and community engagement, fostering a unique 
model for inclusivity and shared decision making. This project allowed the Newark 
Water Coalition to take on additional lead research projects with the Stevens Institute of 
Technology and Rutgers University School of Public Health. The Newark Water 
Coalition, alongside Bavisha Kalyan, published a community voice manuscript in a 
special edition of the Environmental Justice Journal titled “Community Scientists of the 
Newark Water Coalition Are a New Dawn for Community-Owned and Managed 
Research Projects: Mobile Lead Initiative.”

Emma Drobina is a PhD student in human-centered computing at the University of 
Florida, studying under Dr. Juan Gilbert as part of the Computing for Social Good Lab. 
She previously received a master’s in computer science from the University of Florida 
and a bachelor’s of science in computer science from the University of South Carolina. 
Her research focuses on explainable and interpretable machine learning.

Dr. Katherine Finley is an assistant professor of philosophy at Hope College (PhD, 
University of Notre Dame). She works primarily on topics at the intersection of 
philosophy of mind and cognitive science and applied ethics—specifically in the ethics 
of technology and bioethics. Much of her work is highly interdisciplinary—she has 
collaborated with colleagues in engineering, computer science, psychology, neuroscience, 
and anthropology on various research and teaching projects. She has recently published 
on topics including ethical issues in engineering computing; ethical and therapeutic 
issues arising from the use of artificial intelligence in digital phenotyping in psychiatry; 
embodied cognition and the impact of computational metaphors for the mind and 
brain; cognitive penetration and the perception of race; and issues of hermeneutic 
injustice in relation to mental disorders—and in venues including Philosophical 
Psychology, Ergo, The American Journal of Bioethics, and in volumes from Routledge, MIT 
Press, Brill, and Wiley-Blackwell. She has also disseminated her work through podcast 
and YouTube interviews and public presentations through organizations like the 
National Alliance on Mental Illness (NAMI). Additionally, she is currently running two 
studies—one investigating how memories of moral or immoral motivations for actions 
are impacted by “in-group” and “out-group” biases, specifically in relation to race, 
gender, and political affiliation, and another, using transcranial magnetic stimulation 
(TMS) to investigate the effects of firsthand narratives on stigma and empathy toward 
those who experience psychosis and the underlying neural mechanisms involved in 
these processes. She is also passionate about teaching and has collaborated with 
colleagues in engineering and neuroscience to create ethics modules for their courses, 
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and is committed to engaging students in philosophy (especially ethics) outside the 
typical university walls and has taught courses in multiple prison education programs 
as well as community organizations (e.g., homeless shelters, senior education 
organizations).

Dr. Isaac K. Gang is an associate professor in the College of Engineering and Computing, 
MS Data Analytics Program at George Mason University. He joined the CEC faculty in 
the fall of 2020 from Texas A&M University-Commerce where he served as an assistant 
professor of computer science as well as the department’s outreach coordinator. Before 
coming to TAMUC, Gang was an assistant professor of computer science and 
engineering at the University of Mary Hardin-Baylor and an adjunct professor of 
computer science at the University of Southern Mississippi’s School of Computing 
before joining UMHB. His current and primary teaching responsibilities at Mason 
largely involve data analytics graduate capstones and a mix of computer science and 
applied information technology courses. Gang is a former DOE grant winner, president, 
and board member of the Association of Computer Educators in Texas (ACET), Industry 
Advisory Board (IAB) coordinator, and the director of CS for All. His primary research 
agenda involves big data/analytics, cybersecurity (ransomware and steganography), 
and image/signal processing.

Dr. Juan E. Gilbert is the Banks Family Preeminence Endowed Professor and chair of 
the Computer and Information Science and Engineering Department at the University 
of Florida where he leads the Computing for Social Good Lab. Dr. Gilbert is a fellow of 
the ACM, IEEE, the American Association of the Advancement of Science (AAAS), and 
the National Academy of Inventors. In 2012, Dr. Gilbert received the Presidential Award 
for Excellence in Science, Mathematics, and Engineering Mentoring from President 
Barack Obama. In 2023, Dr. Gilbert was named a laureate of the National Medal of 
Technology and Innovation by President Joe Biden for pioneering and championing 
universal design in elections technology to make voting accessible for everyone and 
increasing diversity in the computer science workforce. Dr. Gilbert received his MS and 
PhD degrees in computer science from the University of Cincinnati and his BS in 
systems analysis from Miami University in Ohio.

Jazmia Henry is a highly skilled Data Leader with a wealth of experience in Machine 
Learning, Data Science, and Large Language Models. Currently pursuing a DPhil in 
Social Data Science at the University of Oxford, Jazmia is actively engaged in cutting-
edge research with a focus on Generative AI. This part-time academic pursuit 
complements her role as a Founder and CEO of Iso AI where she contributes to state-of-
the-art Reinforcement Learning and Generative AI solutions and her former role as a 
Senior Data Scientist at Microsoft.

With a decade of experience, Jazmia’s expertise spans A/B Testing, Experimentation, 
and Thought Leadership. Her work during her tenure as a Stanford CSRE Practitioner 
Fellow and Affiliate Fellow at Stanford HAI reflect her commitment to diversity and 
inclusion. She has spoken at conferences across North America, including at notable 
events such as the Black Women in Data Summit and NeurIPS. Furthermore, her role as 
the Head of Machine Learning at Motley Fool from 2020 to 2022 saw her build a Machine 
Learning team with strong AI Ethical principles.

Jazmia’s career journey also includes impactful roles at Morgan Stanley, where she 
served as a Data Strategist, Ward Black Law as a Marketing Analyst and Hillary for 
America. 
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In addition to her corporate roles, Jazmia has actively contributed to academia as a 
Lead Instructor for Correlation One’s Data Science program and as a Reviewer and 
Area Chair for the Neural Information Processing Systems conference. Her current 
research focuses on what she calls the “mechanisms of action” of AI- an exploration into 
the components of AI reasoning that lead to outcomes that affect the general public. You 
can find more information about her work on her website jazmiahenry.com.

Bavisha Kalyan has been a doctoral student at University of California, Berkeley since 
2018, with a focus on environmental engineering. Her doctoral work, on measuring and 
predicting lead hazards, led her to building a machine learning model to predict lead 
hotspots. In pursuit of a more nuanced and locally contextualized approach to machine 
learning, Bavisha created a partnership with Anthony Diaz, the executive director of 
the Newark Water Coalition. Together, they initiated the Mobile Lead Testing Unit,  
a community science project based in Newark. This collaboration aimed to bridge the 
gap between quantitative science and community engagement, fostering a unique 
model for inclusivity and shared decision-making. With the Newark Water Coalition, 
Bavisha published a community-voice manuscript titled “Community Scientists of the 
Newark Water Coalition Are a New Dawn for Community-Owned and Managed 
Research Projects: Mobile Lead Initiative” in the journal Environmental Justice Journal. 
This publication explains the process of creating the Mobile Lead Testing Unit and 
serves to demonstrate importance of community-academic partnerships. The insights 
gained through the Newark Water Coalition project are the inspiration for Bavisha’s 
chapter. Bavisha is driven by the hope that her experiences will encourage other 
quantitative-focused scientists to step outside their comfort zones. She emphasizes that 
scientists should work with integrity to ensure their scientific work not only advances 
knowledge but also actively protects and enhances the well-being of the communities it 
engages with.

Dr. Xuan Liu obtained her PhD in statistics from North Carolina State University advised 
by Dr. Daowen Zhang. She has broad research interests, including but not limited to 
missing data, categorical data analysis, generalized linear models, and statistical testing. 
Her doctoral dissertation topic is “Generalized Score Test on Categorical Data with 
General Missing Data Patterns’”. She graduated from the University of Minnesota Twin 
Cities with a dual degree in mathematics (BA) and statistics (BS), where she found her 
interests in combinatorics and graph theory. She was advised by Dr. Victor Reiner on 
the topic “Hurwitz Actions and Orbits of Coxeter Elements in Complex Reflection 
Groups” during her undergraduate work. She also worked with Dr. Travis Scrimshaw 
and presented their work at the Nebraska Conference for Undergraduate Women in 
Mathematics (NCUWM) 2018 and published their work on Annales Henri Poincaré. 
Dr. Liu has a solid mathematical and statistical background and rich experiences in data 
analysis. Besides her dissertation work, she also collaborated with Duke CFAR and 
UNC SESH Global for AIDS Research during her PhD program and published a peer-
reviewed journal article on clinical infectious diseases as a co-author. She is currently 
pursuing her industry career at Google as a data scientist.

Dr. Victoria Longfield is the associate professor of digital liberal arts at Hope College 
where she works within the Center for Teaching and Learning to support digital 
humanities and digital technology initiatives within faculty and student scholarship 
and in classroom settings. Longfield is the inaugural digital liberal arts specialist of the 
thriving digital liberal arts program at Hope College, where she has worked since 2016 
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to develop a program that supports over 80 classroom projects a year and countless 
new emerging technology initiatives across the entirety of the campus. She holds her 
master’s of science in library and information science from the University of Illinois and 
is currently ABD for her PhD in information studies from Dominican University. For 
the past decade, she has been researching and writing about the integration of digital 
competency skills into the undergraduate classroom and is currently conducting a 
study to develop a digital competency skill framework for undergraduate teaching for 
her PhD work. Longfield is passionate about teaching undergraduate students digital 
skills that are foundational for their life in a global and digital society and supporting 
faculty in their work to educate students in this innovative way.

Dr. Brandeis Marshall is founder and CEO of DataedX Group, a data ethics learning 
and development agency that helps managers and practitioners integrate equity into 
their data operations and practices. Trained as a computer scientist and as a former 
college professor, she teaches, speaks, and writes about the racial, gender, socioeconomic, 
and socio-technical impact of data operations on technology and society. She wrote 
Data Conscience: Algorithmic Siege on Our Humanity (Wiley, 2022) as a counter-argument 
reference for tech’s “move fast and break things” philosophy. She pinpoints, guides, 
and recommends paths to moving slower and building more responsible, human-
centered AI approaches. She centers her work on making data and AI concepts snackable 
to understand for practical implementation from the classroom to the boardroom. As 
co-lead of the Atlanta Interdisciplinary AI Network, she’s developing data citizens 
through humanities-centered critical data literacy community workshops and 
supporting new AI researchers. Also she provides data equity scholarship, professional 
development, and resources as a team member on the NSF Institute for Trustworthy AI 
in Law & Society, a partnership between the University of Maryland, George Washington 
University, and Morgan State University. Her thought leadership has appeared in 
Heinrich-Böll-Stiftung, Medium, OneZero, The Moguldom Nation, and on CNN. She has 
spoken to audiences across the AI and justice sectors including ACLU, Harvard, Kapor 
Center, Stanford, Truist, Urban League, and Visa.

Dr. Keith McNamara, Jr. graduated from the University of Florida with a doctorate in 
human-centered computing in 2023. Dr. McNamara received a bachelor’s degree in 
computer science from the University of Maryland, Baltimore County in 2018.

Dr. Thema Monroe-White is an assistant professor in the Department of Technology, 
Entrepreneurship, and Data Analytics at Berry College and serves as the academic 
director of the Campbell Center for Data Analytics. As an interdisciplinary scholar, her 
work explores the systemic biases that affect the workforce and educational journeys of 
racially minoritized groups within science, engineering, and information technology 
fields. Her research concerns understanding the innovative pathways for achieving 
social and economic justice for minoritized groups via data, algorithmic and AI literacy, 
STEM education, and entrepreneurship. She holds a PhD in science, technology, and 
innovation policy from the Georgia Institute of Technology and master’s and bachelor’s 
degrees in psychology from Howard University.

Laura Naomi Montoya is the founder and managing partner of Accel Impact Ventures, 
the executive director of the Accel AI Institute, and the president of LatinX in AI (LXAI) 
organization. Her academic background is in biology, physical science, and human 
development. Laura has served as a director with Women Who Code, an advisor for 
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Udacity’s AI and Data Nano degree, and an affiliate researcher with the Berkman Klein 
Center for Internet and Society at Harvard Law. Laura chairs and serves on program 
committees for research workshops at AI and ML conferences including NeurIPS, 
ICLR, ICML, and ACM FAccT. Recent research areas include reducing biased data 
representations in machine learning models, the effects of artificial intelligence 
development for developing countries, and paralleling biological and synthetic neural 
networks seen in mycology, entomology, and computational science. Laura has led 
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CHAPTER 1
Beyond Algorithmic 

Bias

Ana Carolina da Hora
Unicamp

Silvandro Pereira Pedrozo
Cesar School

Question: What is algorithmic justice and why do we need to talk about it?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Understand the importance of ethics in artificial intelligence

•	 Learn about the main causes of injustice in machine learning

•	 Learn the different sources of harm in a machine learning life cycle

•	 Understand different definitions of algorithmic fairness

•	 Explore the concepts of fairness metrics and methods that we can employ to 
construct a machine learning model with greater fairness

Chapter Overview
In this chapter, we transcend the conventional discussions surrounding ethics in arti-
ficial intelligence (AI) and delve deeper into the domain of algorithmic justice. To 
ensure a comprehensive understanding, we analyze different perspectives and inter-
pretations of algorithmic fairness, recognizing the diverse contexts in which fairness is 
applied. In pursuit of fairness, we then shift our focus to the practical aspects and 
explore a range of fairness metrics, and then we proceed to examine methods for fos-
tering fair machine learning. This chapter serves as a resource for students and devel-
opers seeking to move beyond ethical and technical considerations and actively 
contribute to a future of AI that embodies fairness and inclusivity.
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1.1  Introduction 
Technological bias, or non-neutrality, is a classic philosophical and sociological 
issue. Lately, it has become a technology issue and, more recently, a technology prob-
lem. This raises question about the influence of technology on culture and society. 
Some advocates claim that certain technologies are neutral enough to make deci-
sions for humans. However, these new technologies, such as facial recognition and 
textual predictive models, are not as neutral as some would have us believe. They 
are technologies created from the remnants of colonization based on prejudices and 
deficiencies that reinforce unequal worldviews. As a result, small groups insist on 
making technology as neutral as possible so as not to be held responsible for human 
decision making. The reflection of this lack of responsibility has been studied in 
algorithmic bias, which in its direct definition, occurs when AI makes unfair deci-
sions for certain groups of people. This chapter explores strategies for mitigating 
algorithmic bias and reducing some negative consequences when AI technology is 
misused.

1.2  Beyond Ethics in AI
The complexity of human relationships is a subject of examination within the realm of 
ethics. With the progression of technological mediation in human interactions, the 
field of AI ethics has flourished. This field is dedicated to comprehending the mecha-
nisms through which this mediation occurs and the significance of this vital area of 
research. This chapter is mainly aimed at addressing the ethical concerns that peo-
ple may have about the design and application of AI systems. To formally define, at 
the heart of ethical AI, the idea is that it should never lead to wrong actions, the 
result of bad learning, or bad choice of datasets, which can impact safety and human 
dignity.

The problem is that AI is not necessarily ethical, and even ethical AI is not neces-
sarily trustworthy. We need to go beyond this binary of thought. It is really important 
to deeply understand the problem that this ethical AI is trying to solve and also the 
data used to feed this model. Most of these AI systems are under the control of large 
companies and governments, among others, without auditing the algorithms and the 
development process and without transparency of the real uses of these creations. In 
Brazil, the use of facial recognition in public security has raised several ethical discus-
sions about the perception of justice from automated decision making. For example, in 
2021, 99 percent of those arrested unfairly for the use of these technologies were young 
Black people. 

1.2.1  Section Summary
This section delved into the intricate nature of human relationships and its connection 
to ethics, particularly in the context of advancing technological interventions. It 
addressed the ethical apprehensions surrounding the design and implementation of AI 
systems. Additionally, the text emphasized that AI systems aren’t inherently ethical, 
and the presence of ethics doesn’t necessarily guarantee trustworthiness. This section 
advocates for moving beyond this binary perspective.
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1.3  What Is Algorithmic Justice?
According to Verma and Rubin (2018), in recent years, the term “algorithmic justice” 
has increasingly attracted researchers’ attention in AI, software engineering, and law. 
More than 20 different notions of fairness have been proposed by the scientific commu-
nity in general. Even so, as it is a very sensitive and important issue, there is still no 
clear consensus on which definition applies in each different situation. According to 
Kleinberg et al. (2016), diverse researchers have shown that it is not possible to satisfy 
all definitions of fairness at the same time. Considering this scenario, it becomes 
extremely important to understand in depth the problem that a machine learning model 
is solving. Combine this understanding with an in-depth analysis of the database used 
for training and from there apply the definitions of justice that are aligned with the 
purpose of the proposed solution.

More and more often, machine learning algorithms are inserted into the daily lives 
of the population, whether making purchase suggestions, recommending TV shows, 
assisting in hiring employees, or making high-risk decisions on financial loan applica-
tions. Unlike humans, who need to rest, machines can work all the time and take into 
account a much more significant number of factors when making a decision. However, 
people have different biases that end up contributing to “unfair” decisions, and 
machines incorporate these biases into their development and dissemination. Bringing 
the concept of justice into the context of decision making, it can be said that equity is the 
absence of any prejudice or favoritism toward an individual or group based on their 
intrinsic or acquired characteristics.

1.3.1  The Main Causes of Injustice in Machine Learning
According to the work of Barocas and Selbst (2016), the five main causes of injustice in 
the area of machine learning are the following:

	 1.	Distorted sample: Once some initial bias occurs, this bias can worsen over 
time.

	 2.	Contaminated examples: Data labels are biased due to data labeling activities 
performed by biased humans.

	 3.	Limited features: Features may be less informative or unreliably collected, 
causing a model error when building the connection between features and 
labels.

	 4.	Sample size disparity: If the minority group and the majority group data are 
unbalanced, likely, the model is not good for the minority group.

	 5.	Representatives: Some features represent sensitive attributes (e.g., neighborhood) 
and can cause a bias for the machine learning model even if sensitive attributes 
are excluded.

1.3.2  The Sources of Harm in a Machine Learning Life Cycle
According to Suresh and Guttag (2021), there are different sources of harm in a machine 
learning life cycle. These kinds of harms were listed as seven different types of bias. 
Each of these takes place in a different phase of the machine learning pipeline. Figure 1.1 
shows the process of data generation, with the possible bias that may occur. 
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Figure 1.1  Data generation. 

Source: Own authorship. Adapted from Suresh and Guttag (2021).

	 1.	Historical bias: This type of bias occurs during the data generation process. 
Historical bias arises when there is a misalignment between the world as it is 
and the values or goals to be codified and propagated in a model. It is a 
normative concern with the state of the world, and it exists even with perfect 
sampling and feature selection.

	 2.	Representation bias: This bias is present during the step of population selection 
and sampling. Representation bias occurs when algorithms are trained on data 
that are not representative of the population; it is linked to the problem with 
companies training facial recognition technologies. These technologies are trained 
primarily on pictures of white men, and for the most part with Western individuals.

	 3.	Measurement bias: Afterward, the characteristics and labels present in this 
sample are identified and measured. Measurement bias occurs when the 
attributes that will be used are defined and measured and the characteristics 
chosen may not actually represent what you want to measure.

The four remaining types of bias take place during the model building and imple-
mentation phase of a machine learning model. Figure 1.2 shows this process and when 
each bias appears.

	 4.	Learning bias: During the process of model optimization, the training data are 
fundamental. Learning bias can occur during this model learning step when 
modeling choices amplify performance disparities across different examples in 
the data.

	 5.	Aggregation bias: It can occur during the machine learning model definition. 
Aggregation bias arises when a one-size-fits-all model is used for data where 
there are underlying groups or types of examples that should be considered 
differently. This bias can lead to a model that is not optimal for any group or a 
model that is adequate only for the dominant population.

	 6.	Evaluation bias: After the model is defined and trained, it is important to 
evaluate it using test data and benchmarks. Evaluation bias may occur if the 
benchmark data used for a particular task do not represent the user population. 
Using a benchmark that is not representative will encourage the development 
and deployment of models that perform well only on the subgroup represented 
by the benchmark data.
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	 7.	Deployment bias: After the final model is integrated into the real world, it is 
important to keep monitoring the application, or deployment bias may occur. 
Deployment bias arises when there is a mismatch between the problem a model 
is intended to solve and how it is actually used. In some cases, systems produce 
results that must first be interpreted by human decision makers. Despite good 
performance alone, they can end up causing harmful consequences because of 
automation or confirmation bias.

According to Bellamy et al. (2018), a favorable label is a label whose value cor-
responds to a result that provides an advantage to the recipient. We can exemplify 
these advantages as receiving a loan, getting a job, or not being arrested. A protected 
attribute is an attribute that divides a population into groups that have parity in 
terms of benefits received. We can exemplify these groups as race, gender, social 
class, and religion. Protected attributes are not universal, but application specific.  
A privileged value of a protected attribute indicates a group that historically has a 
systematic advantage.

Considering that bias is a systematic error, in the context of algorithmic fairness, we 
are concerned about unwanted bias that puts privileged groups at a systematic advan-
tage and nonprivileged groups at a systematic disadvantage. In this way, we can say 
that an algorithmic fairness metric is a quantification of undesired biases in data or 
training models, and a bias mitigation algorithm is a procedure to reduce undesired 
bias in these data or training models (Bellamy et al., 2018).

1.3.3  Section Summary
Within this section, the focus was on algorithmic justice, delving into its core con-
cepts. The discussion revolved around five primary drivers of injustice and the seven 
kinds of bias within the realm of machine learning. Additionally, an exploration of 
potential origins of harm throughout the life cycle of machine learning processes was 
undertaken.

Figure 1.2  Model building and implementation. 

Source: Own authorship. Adapted from Suresh and Guttag (2021).
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1.4  Definitions of Algorithmic Fairness
Research in the area of fairness has advanced and brought up a series of different fair-
ness criteria in recent years. These criteria seek to operationalize certain concepts of 
equality on a mathematical level. Taking this into account, it is important to distinguish 
the main different concepts of fairness: fairness through unawareness, individual fair-
ness, group fairness, and counterfactual fairness.

To help exemplify definitions of algorithmic fairness, we will use the following con-
ventions: We will use X to represent a set of individuals, and Y will denote the true set 
of labels when making decisions regarding each individual in X. The predictively 
trained machine learning model that we are testing will be Z. In this way, we can verify 
the main concepts of justice in the topics discussed next.

1.4.1  Fairness Through Unawareness
According to Kusner et al. (2017), an algorithm is fair as long as any protected attributes 
A are not used explicitly in the decision-making process. Apparently, this definition 
would be sufficient to guarantee fairness; however, occasionally the nonsensitive attri-
butes in X may contain information correlated to these sensitive (protected) attributes 
that can lead to discrimination. Furthermore, excluding these attributes can affect the 
accuracy of the model and generate less effective predictive results.

1.4.2  Individual Fairness
According to Dwork et al. (2012), justice is achieved by the principle that any two indi-
viduals who are similar in relation to a specific task should be classified similarly. 
Thus, an h model with individual fairness, as shown in Eq. (1.1), should provide similar 
predictive results among similar individuals.

	 ∈ = ∈ ⇔ <P x X P x X d x xi j i j{ } { } ( , )   	 (1.1)

where d is a distance metric for individuals that measures the similarity between them.

1.4.3  Group Fairness
According to Zhang et al. (2020), if groups selected based on sensitive attributes have 
the same probability of decision outcomes, this model in theory has justice. There are 
several types of group fairness; among them we have statistical parity, equalized odds, 
and equal opportunity. According to Zafar et al. (2017), statistical parity is a popular 
measure of group fairness. It requires that a decision be independent of the protected 
attributes. As an example, we can consider that G1 and G2 are two groups belonging to 
x divided by a sensitive attribute a ∈A, where A is a set of sensitive (protected) attri-
butes. An h model under test has group fairness if it satisfies Eq. (1.2).

	 ∈ − ∈ <P x G P x Gi j{ } { }1 2  	 (1.2)

Hardt et al. (2016) proposed another approach to group fairness, related to equal-
ized odds. Here we say that a predictor Y satisfies equalized odds, respecting the pro-
tected attribute A and the result Y, if Y and A are independent conditionals on Y. 
Unlike statistical parity, equalized odds allow Y to depend on A, but only through the 
variable of target Y. As such, the definition encourages the use of features that allow 
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directly predicting Y, but prohibits abusing A as a proxy for Y. Equalized odds apply 
to protected targets and attributes taking on values in any space, including binary 
configurations, multiclass, continuous, or structured.

According to Hardt et al.  (2016), when the destination label is set to positive, equal-
ized odds become equal opportunity. This requires that the true positive rate must be 
the same for all groups. As an example, we can say that a model h satisfies equal oppor-
tunity if h does not depend on the protected attributes when a target class Y is set to be 
positive, as shown in Eq. (1.3).

	 ∈ = = = ∈ =P x G Y P h x x G Yi j j{ , 1} { ( ) 1| , 1}1 2  	 (1.3)

1.4.4  Counterfactual Fairness
According to Kusner et al. (2017), a model satisfies counterfactual fairness if its output 
remains the same when the protected attribute is inverted to a counterfactual value and 
other variables modified as determined by the assumed causal model. Let’s assume 
that a is a protected attribute, a′ is the counterfactual attribute of a, and ′xi  is the new 
entry with a changed to a′. The model is counterfactually fair if, for any input xi and 
protected attribute, a yields Eq. (1.4).

	 ∈ ∈ = ′ = ∈ ∈′P h a A x X P h x y a A x Xi i a i i{ ( , } { ( ) | , } 	 (1.4)

Now that we have talked about different types of fairness definitions, it is impor-
tant to highlight that it is not possible to use all available definitions of fairness to cor-
rect an unfair algorithm. It is necessary to understand the definitions of fairness, analyze 
the model, and then start a fairness analysis.

1.4.5  Section Summary
This section provided an in-depth exploration of the multifaceted realm of algorithmic 
fairness. The discussion encompassed various dimensions of defining fairness within 
algorithmic systems. By addressing these diverse facets of algorithmic fairness, this sec-
tion contributed to a comprehensive understanding of the intricate considerations 
involved in designing and evaluating fair algorithms.

1.5  Fairness Metrics
Human prejudice in our society is an extremely sensitive issue and is not always easily 
defined or identified. On the other hand, prejudice (bias) in the machine learning field 
is, in general, mathematical. Given this, several different types of tests can be performed 
on a model to identify different types of bias in its predictions. These tests are defined 
according to the metric used for algorithmic justice, and their execution depends mainly 
on the interests and context in which the model is being used. Some examples of fair-
ness metrics are discussed next. 

1.5.1  Statistical Parity Difference 
According to Dwork et al. (2012), statistical parity or demographic parity is the prop-
erty that the demographics of those who receive positive (or negative) ratings are iden-
tical to the demographics of the population as a whole. Statistical parity is more related 
to group justice than to individual justice, as it equalizes outcomes between protected 
and unprotected groups.
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Statistical parity suggests that a predictor is unbiased if the prediction y is not 
dependent on the protected attribute p, as shown in Eq. (1.5).

	 =PrPr p Pr y( ) ( ˆ)  	 (1.5)

Considering that the same proportion of each population is classified as positive, 
we can have a result with different false-positive and true-positive rates if the true out-
put of y varies according to the protected attribute p. Deviations from statistical parity 
can be measured through what we call the statistical parity difference shown in Eq. (1.6).

	 = = = − = =SPD PrPr y p Pr y p( ˆ 1, 1) ( ˆ 1, 0)  	 (1.6)

1.5.2  Equal Opportunity Difference
According to Bellamy et al. (2018), this metric is calculated as the difference in true-
positive rates between unprivileged groups and privileged groups. The true-positive 
rate is the proportion of true positives in relation to the total number of true positives in 
a given group. A value of 0 means both groups have the same benefit, a value less than 
0 means greater benefit to the privileged group, and a value greater than 0 implies 
greater benefit to the unprivileged group.

Equality of opportunity is satisfied if the prediction y is conditionally independent 
of the protected attribute p, given the true value of y = 1, as shown in Eq. (1.7).

	 = = = = − = = =EOD PrPr y y p Pr y y p( ˆ 1, 1, 1) ( ˆ 1, 1, 0)  	 (1.7)

1.5.3  Average Odds Difference
According to Bellamy et al. (2018), the average odds difference is defined by the average 
of the difference in false-positive rates and true-positive rates between nonprivileged 
and privileged groups. A value of 0 implies that both groups have equal benefits, a 
value less than 0 implies greater benefit to the privileged group, and a value greater 
than 0 results in a greater benefit to the nonprivileged group, shown in Eq. (1.8).

	 = −AOD A TPR FPR NPr A TPR FPR PrV V( , ) ( , )  	 (1.8)

1.5.4  Disparate Impact
According to Zafar et al. (2017), disparate impact arises when a decision-making system 
provides results that most often benefit a group of people who share a sensitive attri-
bute value in relation to other groups of people. This metric is defined by the ratio in the 
probability of favorable outcomes between underprivileged and privileged groups. A 
value of 1 implies that both groups have equal benefit, a value less than 1 means greater 
benefit to the privileged group, and a value greater than 1 implies greater benefit to the 
unprivileged group. We can say that a binary classifier does not suffer disparate impact 
if satisfies Eq. (1.9).

	 = = = =P p P y pR R( 0) ( ˆ 1| 1)  	 (1.9)

That is, if the probability that a classifier assigns an individual to the positive class, 
=ŷ 1, is the same for both values of the sensitive attribute p, then there is no disparate 

impact.
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1.5.5  Theil Index
Speicher et al. (2018) proposed a metric of justice based on inequality indices in the 
economy. In their argument, they asserted that general individual justice consists of 
justice between the group and within the group. The researchers considered a family 
of inequality indices called generalized entropy indices, including the coefficient of 
variation and the Theil index, as special cases. The Theil index is the generalized entropy 
index with a = 1, and is calculated according to the following equations to show indi-
vidual and group fairness. A value of 0 implies perfect justice, shown in Eq. 1.10:

	 = − +b y yi i i
ˆ 1  	  (1.10)

 where bi represents the benefit in the Theil Index, shown in Eq. 1.11.
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1.5.6  Section Summary
This section offered a comprehensive examination of fairness metrics. The discussion 
encompassed key fairness metrics used to evaluate the fairness of algorithmic systems. 
By delving into these distinct fairness metrics, this section enhanced readers’ under-
standing of the methodologies for assessing and enhancing algorithmic fairness across 
different contexts.

1.6  Methods for Fair Machine Learning
According to D’Alessandro et al. (2017), bias mitigation algorithms are intended to 
improve fairness metrics by modifying the training data, the learning algorithm, or 
the predictions. In general, these algorithms are categorized into preprocessing, in-
processing, and postprocessing. These categories are based on where these algorithms 
can intervene in a complete machine learning flow. In the case where the algorithm is 
allowed to modify the training data, preprocessing can be used. If the learning proce-
dure of a learning model can change, then processing can be used. If the algorithm can 
only treat the learned model as a black box, without any possibility to modify the training 
data or the learning algorithm, then only the postprocessing can be used.

1.6.1  Preprocessing
Preprocessing techniques try to eliminate implicit discrimination by transforming the 
data before any modeling. It is possible to use these techniques only in cases where 
modification of training data is allowed (D’Alessandro et al., 2017). The idea behind 
preprocessing algorithms is that if the classifier is trained on balanced data, its predic-
tions will consequently be more balanced. According to Bellamy et al. (2018), the pre-
processing techniques are as follows: reweighting, optimized preprocessing, learning 
fair representations, and disparate impact remover.

1.6.2  In-processing
The in-processing method tries to make modifications to the traditional learning algo-
rithms to mitigate discrimination during the model training phase.
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If it is allowed to make changes in the training process, the method can be used 
to incorporate changes in the objective function or impose a constraint (Mehrabi 
et al., 2021). Adversarial debiasing and bias removal are processing bias mitigation 
techniques.

1.6.3  Postprocessing
Postprocessing is the last class of bias mitigation methods and can be performed after 
training. This technique uses a validation set that was not involved in the training pro-
cess to improve the fairness of forecasts (D’Alessandro et al., 2017). When there is no 
possibility to make changes to the training data or the model training procedure, only 
postprocessing techniques can be used. Equalized odds postprocessing, calibrated 
equalized odds postprocessing, and reject option-based classification are some of the 
postprocessing algorithms.

1.6.4  Reweighing
Reweighing is a preprocessing solution based on removing the dependency between 
the protected attribute and the class label. According to the reweighing approach, dif-
ferent weights are assigned to instances so that instances of the unprivileged group 
with the desirable label get higher weights compared to those labeled as an undesirable 
class. On the other hand, privileged group objects with the desirable label will have 
lower weights than the undesirable ones (Kamiran and Calders, 2012). The main objec-
tive of reweighing is to adjust the sample weights so that the distribution of the train-
ing data matches the distribution of the target population. To use this solution without 
creating a new bias, it is important to understand the problem and correctly identify 
the protected attributes and the privileged and unprivileged groups associated with 
the data.

In the work of Kamiran and Calders (2012), the research is restricted to a binary 
protected attribute Z and a binary classification problem with attribute classes of desti-
nation = + −Y y y[ , ], where 

+y  e 
−y  are representations of desirable and undesirable 

classes, and objects with =Z 1 and =Z 0 belong to the privileged and nonprivileged 
community, respectively. The prediction dependency of a classifier y and a protected 
attribute Z is defined by Eq. (1.12). 

	 p Z p Y y Z= − = =+( 1) ( ˆ | 0)  	 (1.12)

A positive dependency represents that the privileged community object ( =Z 1) has 
a greater chance of being labeled as positive than the private group object ( =Z 0), and 
vice versa. 

1.6.5  Adversarial Debiasing 
Zhang et al. (2018) presented a framework for mitigating undesirable biases regarding 
demographic groups in the training data by including a variable for the interest group 
and simultaneously learning a predictor and an adversary. A supervised deep learning 
task is considered in which the mission is to predict an output variable Y given an input 
variable X while remaining unbiased with respect to some variable Z. We refer to Z as 
the protected variable. The goal is to maximize the predictor’s ability to predict Y while 
minimizing the adversary’s ability to predict Z. This can achieve more accurate predic-
tions that exhibit less evidence of Z stereotyping. 
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The adversarial debiasing framework proposed by Zhang et al. (2018) depends on 
opponent training to reduce the latent bias of the trained model. To achieve this goal, 
several networks are trained in such a way that one can resist predicting the target class 
and, at the same time, prevent the other from predicting the protected attribute. The 
satisfaction of justice definitions is theoretically proven (Zhang et al., 2018). 

1.6.6  Reject Option-Based Classification 
The reject option-based classification is a postprocessing technique that provides favor-
able results for nonprivileged groups and unfavorable results for privileged groups in 
a confidence band around the decision threshold. This technique was introduced by 
Kamiran and Calders (2012). 

The reject option-based classification recognizes instances that need to be labeled 
differently from others using the posterior probabilities produced by probabilistic clas-
sifiers. This technique can be used in any probabilistic classifier and does not change 
the learning algorithm or the preprocessing of the original data. 

1.6.7  Section Summary
This section provided a comprehensive exploration of diverse methods employed to 
achieve fairness in machine learning systems. By covering these diverse methods, this 
section provided readers with insights into the array of strategies available for achiev-
ing fairness in machine learning, addressing biases, and promoting equitable outcomes 
across different stages of the model’s life cycle.

1.7 � Tools to Help Detect and Mitigate Bias 
in Machine Learning Models

Over the years, several industries have integrated systems that use machine learning in 
the decision-making process for products and services that affect our daily lives. As 
discussed earlier in this chapter, identifying problems and addressing possible solu-
tions related to algorithmic justice are extremely important. Considering this scenario, 
some researchers in the AI field have developed tools that help in the identification, 
reduction, or mitigation of possible biases. In the following sections, we will introduce 
two different tools that can be used for this purpose.

1.7.1  AI Fairness 360
Bellamy et al. (2018) present in their research an open-source Python toolkit for algo-
rithmic fairness, AI Fairness 360 or AIF360. This toolkit aims to facilitate the transition 
of fairness research algorithms to use in an industrial setting and to provide a common 
framework for fairness researchers to share and evaluate algorithms.

The application includes a comprehensive set of metrics for datasets and models 
to test for biases, explanations for these metrics, and algorithms to mitigate bias. It is 
possible to learn more about the tool with an interactive web experience at https://
aif360.res.ibm.com/. 

1.7.2  Aequitas
Saleiro et al. (2019) present in their research an open-source bias and fairness audit 
toolkit, Aequitas. It is an intuitive and easy-to-use addition to the machine learning 
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workflow, enabling users to seamlessly test models for several bias and fairness metrics 
in relation to multiple population subgroups. 

It is possible to test the tool with preloaded data, or you can upload your own data. 
You can define the protected groups, select fairness metrics, and generate a bias report. 
To learn more about the tool you can access http://aequitas.dssg.io/.

1.7.3  Section Summary
This section delved into essential tools designed to identify and alleviate bias in machine 
learning models. The discussion revolved around two prominent tools dedicated to 
enhancing fairness. By examining these two integral tools, this section equips readers 
with insights into practical solutions for detecting and mitigating bias in machine learn-
ing models, ultimately contributing to the promotion of fairness and equitable out-
comes in various applications.

1.8  Best Practices to Build a Fairer Application
In this chapter, we discussed definitions of fairness, metrics, bias mitigation algorithms, 
and tools that help to detect and mitigate bias. In addition to these essential topics, it is 
fundamental to think critically about a possible framework to reduce the algorithmic 
bias during the process of building a new solution using machine learning. Figure 1.3 
provides an example of such a framework.

Figure 1.3 shows a simple generic framework with best practices to build an 
application that uses machine learning. First of all, when we start designing our sys-
tem, we need to consider the team that we are putting together to build this model. 
Diversity of people, stories, and experiences is key to thinking critically about multi-
ple diverse scenarios. This is important because the types of problems that can occur 
in these datasets and how those problems can cause harm to people in the context of 
this application are so varied that we don’t have a clear sense of how to systematically 
think about it. 

During the design phase, it is important to understand the task and all the objec-
tives of the application. It is also important to identify all stakeholders, the possible 
errors, and the related consequences. In the data step, it is crucial to verify the dataset. 
Check the origin of the data and if these data are representative enough in relation to 
the objective of the final application. 

During the model phase, you must check all the machine learning models used and 
validate all the results. It is important to understand the decisions made by the model 
and which mechanisms explain the obtained results. Check if the result’s evidence is 

Figure 1.3  Best practices to build a fairer application. 

Source: Own authorship. 

Team Design Data Model Application Population
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consistent enough. After implementing it in the real world, it is necessary to ensure the 
quality of the optimization for the application. We need a set of metrics aligned with 
responsible practices, avoiding damages. These metrics and the performance of the 
model should be constantly monitored. Build an action plan to identify and respond to 
failures and damages when they happen. Always try to collect feedback from the popu-
lation that uses the product built.

1.8.1  Section Summary
This chapter emphasized the importance of critically addressing algorithmic bias 
during the development of new machine learning solutions. While earlier sections 
covered fairness definitions, bias metrics, and mitigation algorithms, the focus here is 
on a comprehensive framework for reducing algorithmic bias. The presented frame-
work, depicted in Figure 1.3, outlined best practices for building machine learning 
applications. 

1.9  Chapter Summary
In this chapter, our aim was to encourage critical thinking regarding the intricate rela-
tionship between AI and ethics. We explored the concept of algorithmic justice and 
examined the five key sources of injustice commonly observed in machine learning. 
We presented various definitions of algorithmic fairness and introduced fairness met-
rics that can be employed to identify potential biases within the machine learning pro-
cess. Furthermore, we discussed a range of bias mitigation algorithms that can be 
utilized to enhance fairness in machine learning models. Notably, tools such as AI 
Fairness 360 and Aequitas provide practical solutions for implementing these algo-
rithms. Lastly, we shared a set of best practices for developing applications that lever-
age AI while promoting fairness. By adhering to these practices, we can strive toward 
a future where AI technologies are designed with ethics in mind and contribute to a 
more equitable society.

Chapter Glossary

Term Definition

Adversarial debiasing Adversarial debiasing is an in-processing technique that trains a 
machine learning model to resist and reduce bias during the learning 
process.

Algorithm An algorithm refers to a step-by-step set of instructions or rules 
used to solve a problem or perform a specific task in the context of 
artificial intelligence and computer science.

Average odds difference Average odds difference measures the average difference in false-
positive rates and true-positive rates between different groups defined 
by protected attributes.

Bias Bias in the context of AI refers to the presence of systematic and 
unfair errors or favoritism in the data or algorithms, leading to 
unequal treatment of different individuals or groups.

(Continued )
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Term Definition

Disparate impact Disparate impact refers to a situation where the outcomes of a 
machine learning model disproportionately affect certain groups 
based on their protected attributes.

Equal opportunity 
difference

Equal opportunity difference measures the difference in the true 
positive rates (sensitivity) between different groups defined by 
protected attributes.

Fairness Fairness in artificial intelligence pertains to the equitable 
treatment of individuals or groups in the development, deployment, 
and outcomes of machine learning models, free from bias or 
discrimination.

Favorable label The favorable label represents the outcome or class considered 
positive or advantageous in the context of a machine learning task, 
such as being approved for a loan or being hired.

Group fairness Group fairness aims to ensure that different groups defined by 
protected attributes receive equitable treatment and opportunities 
from machine learning models.

Individual fairness Individual fairness focuses on ensuring that similar individuals are 
treated similarly by a machine learning model, irrespective of their 
protected attributes.

In-processing In-processing refers to techniques that modify the machine learning 
model during training to ensure fairness.

Machine learning model A machine learning model is a computational system that learns 
patterns and relationships from data to make predictions or 
decisions without being explicitly programmed for each case.

Metrics Metrics are quantitative measures used to evaluate the performance 
and characteristics of machine learning models, including fairness-
related measures.

Postprocessing Postprocessing involves adjusting the model’s predictions after 
training to achieve fairness.

Preprocessing Preprocessing involves modifying the data before training a machine 
learning model to mitigate biases or enhance fairness.

Protected attribute A protected attribute is a characteristic, such as race, gender, or age, 
that is legally or ethically protected from being used as a basis for 
discriminatory decision making in AI systems.

Reject option-based 
classification

Reject option-based classification is a postprocessing technique that 
incorporates a rejection threshold to reduce the impact of biased 
predictions on certain groups.

Reweighing Reweighing is a preprocessing technique that assigns different 
weights to different data points to mitigate biases.

Statistical parity difference Statistical parity difference measures the difference in the proportion 
of favorable outcomes between different groups defined by protected 
attributes.

Theil Index The Theil Index is a fairness metric used to measure the level of 
inequality in predictions or outcomes between different groups.
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End of Chapter Questions
	1.	What are the five main causes of injustice in the area of machine learning?

	2.	What type of bias can occur during the data generation process?

	3.	What type of bias may occur after the machine learning model is developed and 
deployed into the real world?

	4.	What is the difference between the concepts of individual and group fairness? 

	5.	Define the reject option-based classification technique.

	6.	What tools can be used to help detect and mitigate bias in machine learning models?
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CHAPTER 2
Going Beyond the 

Technical: Exploring 
Ethical and Societal 

Implications of 
Machine Learning

Brooke Odle, Katherine Finley, Victoria Longfield, 
and Rodrigo Serrão
Hope College

Question: What does it mean for a machine learning algorithm to be ethical?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Explain the societal and ethical implications of bias in machine learning, given 
scenarios at the end of the chapter

•	 Identify at least two methods for evaluating machine learning algorithms, 
especially those that they develop 

•	 Name the five best practices for enhancing technical communication skills with 
digital storytelling
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Chapter Overview
The purpose of this chapter is to introduce ethical and societal implications of machine 
learning and their significance and to present practical ways students can work toward 
mitigating bias in their algorithms and enhance their communication skills to discuss 
these topics with others via digital storytelling. This chapter reflects changes in com-
puter science and engineering education, with efforts to improve students’ ability to 
work with global markets and design for the needs of all (ABET, 2021). The exercises 
and application activities at the end of the chapter will also provide opportunities to 
sharpen one’s digital literacy skills. By the end of this chapter, students should be able 
to identify ethical principles related to computing and coding. Students should also 
have a greater awareness of how designs and code can impact others, positively and 
negatively. 

2.1  Introduction
In machine learning, it is important to go beyond the technical aspects and consider the 
ethical and societal implications of the technology developed. Computer scientists, data 
scientists, and engineers have a responsibility to protect the public and work with high 
standards via ethical codes. 

In Race After Technology, Dr. Ruha Benjamin (2019) states:

whenever we hear the promises of tech being extolled, our antennae should pop up to ques-
tion what all that hype of “better, faster, fairer” might be hiding and making us ignore. And, 
when bias and inequity come to light, “lack of intention” to harm is not a viable alibi. One 
cannot reap the reward when things go right but downplay responsibility when they go 
wrong.

Technology is not neutral, so one end user may have a different experience than 
another end user. These experiences may be shaped by the experiences and assump-
tions of the designers and may also be influenced by the datasets used to train the 
algorithm, especially if there is bias in the data or the data are not applied to the 
model appropriately. When there are different outcomes for different users and one or 
more groups of users is disadvantaged compared to the rest, this is known as  
algorithmic bias.

2.2  Programming Approaches 
There are two main ways to program a computer. One way is via direct instructions of 
tasks to complete, as done with a computer program. This can be facilitated with fun-
damental concepts like “if” and/or “switch” constructs, loops, functions or routines, 
arrays, and so on. Another way to program a computer is to give the computer data and 
let it make rules and predictions based on the raw data sent to it. This latter approach is 
machine learning, in which the computer “learns” from previous data to make deci-
sions about the future. 

Often, programmers include conditions that account for user error. For example, 
when applying an “if” or “switch” construct, one may include a default option that 
processes any user-entry errors so that an inappropriate or invalid entry is not inadver-
tently evaluated by the program. If there are errors in the data or oversights (intentional 
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or unintentional) in the dataset provided, these errors will propagate through the algo-
rithm, impacting the decisions and predictions made. When these algorithms are 
applied to or deployed to people, these decisions may be discriminatory, resulting in 
devastating consequences. In the next section, we will learn how algorithmic bias dis-
advantages some groups over others. To do this, it is imperative to have a foundation 
for understanding race and socialization. 

2.3  Societal and Cultural Implications of Algorithms 
According to sociologists, humans are unique species in the animal kingdom because 
of their capacity to organize life in societies and to express our diverse ways of living 
through cultures. Think of societies as systems of relationships connecting people 
via different cultural expressions. This includes languages, values, beliefs, and 
norms. It also includes food types, clothes, and religions, among many other things 
(Giddens, 2009). The way individuals transmit culture to others is through socialization. 
Socialization is the process of teaching others (in particular, children and new mem-
bers of society) everything considered important about a culture. No one is born 
with a biologically inherited culture. All cultural expressions are learned and taught 
from one generation to the next via different agents of socialization, such as the family, 
schools, peers, and media, to name just a few. 

2.3.1  Racial Socialization
The way people are socialized also reflects society’s history. For example, the United 
States as a society came into existence due to colonization, land appropriation, and 
slavery. During U.S. expansion, white settlers, who later became the society’s first citi-
zens, came into contact with different ethnoracial groups, including Native Americans, 
Blacks, Latinx, and Asians. Throughout U.S. history, these racial groups repeatedly 
received differential treatment for not being white. Collectively, these groups had their 
lands stolen; were enslaved, segregated, and lynched; treated as second-class citizens; 
banned from entering the country; put in internment camps; called illegals; and told to 
go back from where they came from, among other things. Such inferior treatment was 
legitimized by society’s several institutions, such as the government, judicial system, 
and education system. Even the laws were written in ways that benefited those who 
identified as whites and disadvantaged everyone else (Lopez, 2006). 

Hence, the socialization of white and nonwhite individuals in this environment 
usually receives racial messages aligned with this historical past, even when the past is 
selectively used to point to racial progress. Such messages, when accepted and normal-
ized, are reinforced by the dominant culture and different institutions that persistently 
characterize nonwhite ethnoracial identities as exotic “others.” Aside from that, racial 
socialization can also be used to prevent conversations on these matters because, for 
some, acknowledging this can result in admitting privilege.

2.3.2  Racism in Its Many Forms
Social and racial inequities are built over time. But they remain in place because of the 
support of those in the dominant group. For instance, sociologists have different terms 
to discuss how the process of treating people based on race operates. Racism, for 
instance, involves not only what someone thinks about other races (prejudice) but also 
the actions toward the reproduction of inequalities (discrimination). It can also be 
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manifest through individual interactions or institutional policies (Golash-Baza, 2017). 
Sociologist Eduardo Bonilla-Silva (2006) argues that after the civil rights movement, 
racism became much more covert and manifested through narratives of color-blindness, 
which he called color-blind racism. He found that many whites (this was the racial 
group he and his team interviewed) used four rhetorical frames to talk about race 
without appearing racist. The frames were abstract liberalism, naturalization, cultural 
racism, and minimization of racism. Abstract liberalism, according to Bonilla-Silva, 
invoked ideas of equal opportunity, individualism, or freedom of choice to explain 
racial inequality. The naturalization frame was used to explain racial occurrences as if 
they were natural. Usually, this frame was mentioned to explain segregation as just a 
matter of individual choices. Cultural racism happened when participants used cul-
tural arguments to talk about minorities’ place in society. This frame was used to 
remove the racist idea of a supposed biological deficiency and replace it with a sup-
posed cultural deficiency. And finally, the minimization of racism frame suggested 
that “discrimination is no longer a central factor affecting life chances for people of 
color” (Golash-Boza, 2017). Those complaining about racism should stop because we 
live in a postracial society. Each of these frames provided those in the study—and in 
society—a discursive mechanism necessary to appear not racist while ignoring the 
persistent racial inequities. 

All of these forms of racism, biases, and prejudices operate under the umbrella of 
structural racism, or, as Bonilla-Silva (2006) argues, racialized social systems, which 
he defines as “societies in which economic, political, social, and ideological levels are 
partially structured by the placement of actors in racial categories.” For our purpose 
here, it is essential to understand racism not only as an issue related to individuals 
who overtly mistreat or discriminate against people of color. Racism needs to be 
understood today from its structural attributes “that originates in the operation of 
established and respected forces in society, and thus receives far less condemnation 
than the first type” (Carmichael & Hamilton, 1967). This is the type of racism that 
creeps into technology. 

2.3.3  Why Does This Matter to Students?
Scholars in different academic disciplines (sociology, political science, mathematics, 
and Internet studies) have recently written about algorithmic racial bias. However, this 
should have come as no surprise due to the long history of racial oppression mentioned 
in this section. Nonetheless, just the fact that such biases exist and affect people of color 
disproportionately should point us to a much bigger problem: the unfamiliarity with 
how racism works by computer scientists and engineers. Just like people, algorithms 
are not neutral. Algorithms are “structured by the values of its designer” (Caplan et al., 
2018). If the designer or the data have been compromised by societal messages about 
racial minorities, “the algorithm can inherit that bias” (Ibid). 

Engineering and computer science students interested in designing algorithms 
must go beyond family and media socialization on issues of race and racism to better 
understand how their implicit bias perpetuates structural racism. Learning this can 
create awareness and propel the necessary responsibility involved in designing new, 
more inclusive technologies. Thus, when developing and deploying algorithms in 
society, engineers, computer scientists, and data scientists have a responsibility to the 
public. This tenet is inherent in engineering and computing codes of ethics, such as 
the Institute for Electronics and Electrical Engineering Code of Ethics (IEEE, 2020) 
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and the Association for Computing Machinery Code of Ethics (Gotterbarn et al., 2018). 
In the next section, we will delve into the critical ethical considerations of machine 
learning algorithms.

2.4  Ethical Implications of Algorithms 
As we learn more about the power of artificial intelligence and specifically of machine 
learning, we are also increasingly confronted with its sometimes ethically problematic 
impacts. Many of the most pressing ethical issues resulting from machine learning 
involve systematic discrimination that unfairly impacts people, often due to features of 
their identity such as their race, gender, or socioeconomic status. Ethical issues may 
involve impacts on privacy, autonomy, and access to resources and opportunities, 
among other things. These biases in machine learning often reflect, codify, reinforce, 
and sometimes amplify preexisting social biases. These ethical issues arise in roughly 
three “parts” or “stages” of the machine learning process (Müller, 2020).

Machine learning systems operate on large amounts of data, and many ethical 
issues may arise in the “first stage” of data collection and preparation. One particu-
larly widespread issue is privacy concerns about the data being collected and, relat-
edly, who has access to it, what it is used for, who may be disadvantaged by it, and 
who may profit off of it (Liu et al., 2021). Making ethical judgments about such issues 
often involves determining issues of ownership and rights with regard to the data (Does 
someone “own” data that is collected from their behavior? Can we ethically buy and 
sell personal data?) and issues of consent and coercion (What counts as informed con-
sent? Is coercion playing a role?). For example, many of these issues arise in cases of 
apps collecting health-related data from users: Does the user or the app creator own 
the data measured and collected by the app? Is health-related data the kind of thing 
that can be ethically bought and sold? Does signing the “terms and conditions” form 
constitute informed consent if the user is unaware of the potential uses of her data, and 
is she being coerced by the payment structure of the app (Parker et al., 2019)? Such 
issues have come up recently for companies and apps such as Facebook, Google, and 
YouTube. And these issues may be further amplified by aspects of the user such as 
their socioeconomic or educational background.

Ethical issues may also arise in this “first stage” as a result of the social structures 
or institutions that the data often captures or relies on. These social structures and 
institutions may result in biased input data, which may then be further codified and 
amplified through the machine learning process. Gaining clarity on these ethical issues 
and how to address them often involves further investigation into the source of the 
data, paying attention to issues of rights and justice (Whose rights may have been vio-
lated or undermined by the relevant social structures and institutions? What would 
constitute just use of this data, if it can be justifiably used at all?), as well as the potential 
role of such data in the further perpetuation or interrogation of problematic social struc-
tures and institutions (Would using this data further codify and reinforce problematic 
biases? Could it be used to critique and ultimately undermine them?). Many of these 
issues arise in using data collected by the police or other criminal justice institutions 
(court systems, prisons) about criminals (e.g., their race, ethnicity, socioeconomic and 
educational background, mental health and disability status) (Gutierrez & Kirk, 2017). 
For example, questions surrounding the data used in various “predictive policing” mea-
sures and policies include: Were the police departments involved in overpolicing certain 
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communities. And relatedly, are certain individuals less likely to call the police? Will the 
data be used primarily for punitive or restorative measures, and how will this impact 
the communities they highlight?

In the “second stage” involving the technical operation of machine learning sys-
tems, model learning, ethical issues are often exacerbated by issues of “opacity,” mean-
ing the difficulty in understanding the operations of the relevant machine learning 
system—essentially how it went from input to output. This is relevant both for those 
people or users impacted and sometimes the developers themselves and can obscure 
issues of algorithm bias. Ethically analyzing such issues involves reflection on ethical 
concepts, including those outlined earlier (e.g., privacy, consent, justice) and can be 
further amplified by ethical issues at the aforementioned “first stage” (e.g., a biased 
algorithm may develop from biased input data). Examples of algorithms recently found 
to have been problematically biased include those used by financial institutions to 
determine access to things like loans. One recent study found that borrowers from 
minority groups who were “risk-equivalent” were rejected for loans 14 percent more 
often and charged interest rates nearly 8 percent higher than their counterparts as a 
result of one such biased algorithm (Bartlett et al., 2022). 

In the “third stage” additional ethical issues may arise in “postprocessing,” or the 
application of outputs from a machine learning system. Obviously, ethical issues at the 
previous two stages can lead to predictable ethical issues at the application stage (e.g., 
police data and financial algorithms biased against certain groups of people could lead 
to further overpolicing and harsher sentencing and lack of financial opportunities, 
respectively). And additionally, even outputs resulting from seemingly unproblematic 
data gathering and algorithm development can still lead to ethical issues if they are 
incorrectly calibrated or improperly generalized, as happens in instances of sampling 
bias. For example, medical research on conditions including autism and heart attacks 
has often predominantly focused on how those conditions manifest in men; however, it 
has often been widely assumed to apply equally to men and women. This then has led 
to increased rates of misdiagnosis and failure to diagnose these conditions in women 
(Gesi et al., 2021). 

Preexisting ethical guidelines for computing, while they may play a more basic and 
foundational role, are often only a “starting point,” considering the level of complexity 
involved in some of the specific instances outlined earlier. For example, the Association 
of Computing Machinery Code of Ethics provides the following “General Ethical Prin-
ciples” (perhaps more accurately understood as “ethical imperatives”): (1) contribute to 
society and human well-being, (2) avoid harm, (3) be honest and trustworthy, (4) be fair 
and take action not to discriminate . . . (6) respect privacy, and (7) honor confidentiality 
(Gotterbarn et al., 2018). To further develop an ethical framework for addressing such 
issues, true ethical principles are needed that, among other things, address many of the 
concepts and questions noted earlier, as well as how to balance these ethical impera-
tives against each other and nonethical imperatives (e.g., involving efficiency, the 
potential for profit). Three candidates for such ethical principles derive from three 
approaches to ethical reasoning found in consequentialism, deontology, and virtue eth-
ics (Hursthouse, 2013). Very roughly, deontological approaches favor ethical choices 
that prioritize respecting relevant moral norms, or “rules,” as well as individual auton-
omy; thus, such approaches would tend to prioritize imperatives (6) and (7) as well as 
favor solutions to the earlier practical examples that minimize coercion and emphasize 
individual rights and fairness—even at the expense of monetary or other benefits 
and resources. In contrast, consequentialist approaches favor promoting “the common 
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good” or the greatest good of the greatest number of people above all else, and thus 
would prioritize imperatives (1) and (2), as well as solutions that maximize benefits to 
both users and creators—even at the expense of individual rights and confidentiality. 
And lastly, a virtue ethics approach would prioritize behaving virtuously (and enabling 
others to do the same) and thus would likely prioritize imperatives (3) and (4) and favor 
solutions that enabled and supported individuals impacted by machine learning in fur-
ther developing virtuous habits and capacities.

The existence of such ethical issues in machine learning and their pervasive, real-
world impact have also prompted researchers to increasingly focus on ways to predict, 
eliminate, or mitigate these issues, including developments such as “fair machine learning” 
and “discrimination-aware data mining” (Hajian & Domingo-Ferrer, 2013). Additionally, 
more focus is being paid to the development of adequate legal frameworks and protec-
tions to address some of these issues, such as the European Commission’s Artificial 
Intelligence Act (2021) and the European Union’s General Data Protection Regulation 
(The European Union, 2018). Increased study and understanding of the ethical ques-
tions and concepts at play in issues of machine learning can help further these efforts. 
The next section will highlight practical tips that can be implemented to mitigate bias 
while developing machine learning algorithms.

2.5  Approaches to Mitigate Algorithmic Bias 
The previous sections of this chapter introduced the ethical and societal impacts of 
algorithmic bias. Addressing algorithmic bias in machine learning models and com-
puter programs may seem like a daunting task. However, several scholars and com-
puter scientists have proposed methods to mitigate algorithmic bias and promote 
algorithmic accountability. In this section, we will explore these implemented and rec-
ommended practices.

A quick method that students and developers can use to evaluate their algorithms 
is to conduct the “gut-check,” proposed in Automating Inequality by Virginia Eubanks 
(2017). This work focuses on how algorithmic bias and high-tech tools have been used 
to disenfranchise the poor and working class. To assess the social and economic impli-
cations of their work, she recommends that engineers and data scientists conduct a 
“quick gut-check” by answering the following two questions:

	 1.	 Does the tool increase the self-determination and agency of the poor?

	 2.	Would the tool be tolerated if it was targeted at nonpoor people?

If the answer to one or both of these questions is “No,” then the algorithm is biased 
and needs to be modified before it is disseminated to the public. 

When evaluating algorithms in industry, a major concern is that machine learning 
algorithms are highly unregulated. Companies are not held responsible for reporting 
performance metrics, evaluation results, or any other outcome measures related to their 
algorithms to a regulatory body, as they are proprietary. Advocates in favor of algorith-
mic accountability have proposed independent and enforceable technical equality 
audits, and the Algorithmic Justice League provides a process for requesting audits 
(Benjamin, 2019). A system also should be in place to ensure rectification when the algo-
rithm harms others (Caplan et al., 2018). In particular, prominent computer scientists 
and scholars in the field have proposed that there be a federal regulatory body to over-
see algorithmic accountability. With respect to access to data obtained from the public 
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to determine Internet search results and develop other types of machine learning algo-
rithms, Safiya Noble envisions a role for public policy in this work. In Algorithms of 
Oppression (2018), she says that “public policy must open up avenues to explore and 
assess the quality of group and identity information and that is available to the public, 
a project that will certainly be hotly contested but should still ensue.” 

While activists are working toward government regulations and more accountability 
to the public, there has been a cultural change in some companies regarding how 
machine learning algorithms are documented. In Glad You Asked, computer scientist 
Deborah Raji discussed model cards that she worked on with colleagues during her 
time at Google (Are We Automating Racism, 2021). A model card is a one-page docu-
ment that describes how the machine learning model works and lists any questions that 
reflect ethical concerns. It also addresses the intended use of the model, where the data 
were obtained, and how the data were labeled in the model. Lastly, the document also 
provides instructions on how to evaluate the model with respect to performance on dif-
ferent demographic subgroups. Raji recommends that developers focus their evalua-
tions on the groups that are the most vulnerable. In addition to these practical tips, one 
can also build the awareness of others. The next section introduces digital storytelling 
as a means of enhancing technical communication skills and integrates all of the topics 
addressed in this chapter. 

2.6  Speak Up: Communicating Ideas with Digital Storytelling
How do computer scientists and engineers communicate with their peers and col-
leagues? How does society bring important messages and ideas into the public dis-
course? One of the many ways that ideas are communicated in modern society is 
through technology and digital media. Digital projects and communication methods 
such as short-form videos and podcasts are a popular way of sharing ideas, communi-
cating information, and bringing conversation to the forefront of society. Effective com-
munication and digital storytelling are imperative for stories and information to be 
shared and listened to by a broader audience.

2.6.1  Digital Storytelling
Regardless of the platform selected to share ideas and engage in conversation with 
and through, digital storytelling best practices will apply and help stories come to 
life. Five best practices that can be utilized when planning and designing a digital 
project are the following:

	 1.	 Plan out the content in advance for a streamlined story.

	 	Whether using an outline, storyboard technique, journal method, or any other 
way of visualizing or writing out the project, a plan is necessary to ensure the 
story makes sense and is well crafted. Utilizing “signposts” or a “we will 
learn . . .” technique for the audience on what one is planning on talking 
about will indicate to the audience that there is a plan, and this helps them 
navigate what is being communicated.

	 2.	 Cite sources.

		  The methodology for citing sources will differ greatly depending on the medium 
of the story. Citing sources in show notes and in the audio is a great way to tell 

02_Berry_Ch02_p017-032.indd   24 22/07/24   11:26 AM



	 G o i n g  B e y o n d  t h e  T e c h n i c a l 	 25	 24	 C h a p t e r  T w o

the audience what is informing the project in a podcast. One could also cite 
sources in the credits for a video project. Citing sources is important to prevent 
plagiarism, and it also builds credibility.

	 3.	 Use music/sound intentionally.

	 	 Any music or sound that goes into a project should be chosen to specifically 
match the tone and meaning of the digital project. Any sound effects or additional 
elements should reflect the content manner and how one is communicating the 
information to the audience.

	 4.	 Craft the project to an intended audience.

	 	 Keeping the audience engaged through the project happens through the crafting 
of the story with them in mind. All of the language, vocabulary terms, and so on 
should be optimized to the audience’s level of understanding and skill level. 
For instance, if one is going to be discussing machine learning and coding, 
one would need to make sure the audience understands the code discussed, 
or one should explain it to them. Never assume that they know something!

	 5.	 Sound quality should be clear.

	 	 Finally, regardless of the project type, it is important that any audio included 
in the project is of decent quality. Clear audio is important to keep the audience 
engaged and to ensure that they can hear and engage with the content 
presented.

In addition to these five best practices, it is important to consider how one will 
engage the audience from the start. National Public Radio (NPR) has wonderful 
resources for how to begin digital storytelling projects and devices for beginning 
stories. Regardless of how one decides to start the story, NPR recommends four 
things for a successful story: 

	 1.	 Tightly focus the idea.

	 2.	Make that focus clear to listeners.

	 3.	 Tell the audience what to expect. (You’ll learn XX or discover what happens to 
this character/place/policy/etc.)

	 4.	 Create a sense of movement or momentum.

All these elements will help to guide [the] digital story and help [the] audience 
engage with the important information that [one is] communicating to them  
(MacAdam, 2016).

2.6.2  Other Considerations
In addition to the building and creation of the story, there are other considerations to 
make sure the story can be shared widely. Asking the following questions can ensure 
that one does not fall into various digital technology traps:

	 1.	 Are materials that follow proper copyright law being used? 

		 Any digital project will need to follow proper copyright guidelines and 
procedures to use materials that they have not created such as background 
music or images. Using materials that have either Creative Commons 
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attributions or are in the public domain are the best ways to ensure that one 
follows proper copyright guidelines. Creativecommons.org is a great place to start 
searching for Creative Commons licensed materials (Creative Commons, n.d.). 
Another great idea is to use the advanced search features in Google images and 
refine the results down to “creative commons licenses” or “commercial.” Public 
domain materials can be found through many different platforms. The most likely 
source for these types of projects would be stock images or audio files.

	 2.	 On which platform will the digital story be shared?

	 	 The platform chosen for sharing the story is important from the beginning of 
the project. Where one decides to post the digital project should inform the 
technology used to create the project. The platform decision will inform 
whether one chooses to create a podcast or a video or another media type all 
together. For example, if a student wants to post on the social media platform 
TikTok, a short-form video might be the best bet to engage with conversation. 
This decision would lead one to determine which video platform to use.

No matter how one decides to engage in conversation and communicate ideas and 
understanding of mitigating bias in algorithms, approaching the project through story 
and digital storytelling best practices is a great way to begin engaging with the world 
around oneself. The creation of a podcast or video project, to name a few, are great ways 
to start conversations around ethics and machine learning. Through these types of proj-
ects, one can begin to engage with the world around oneself and perhaps create real 
change in the way one approaches technology and ethics.

2.7  Chapter Summary
This chapter went “beyond the code” to understand the ethical and societal implica-
tions of computing, machine learning algorithms, and technology. Performing test 
cases to evaluate code without regarding the ethical and societal aspects of deploying 
the code or technology to the public can have devastating outcomes. Technology is not 
neutral, and it behooves computer and data scientists as well as engineers to explore the 
ethical and social aspects of their designs before deploying them to the public. In clos-
ing, reflect on the Oath of Non-Harm for an Age of Big Data. Proposed by Virginia 
Eubanks, this oath is akin to the Hippocratic Oath that doctors pledge. 

Chapter Glossary

Term Definition

Algorithmic bias Results when the execution of a program provides different users with 
different outcomes, in which some of those users are disadvantaged 
compared to the others.

Culture The entire way of life of a group of people (material and nonmaterial) 
that acts as a lens through which one views the world and that is 
passed from one generation to the next.

Socialization The process of teaching others (in particular, our children and new 
members of society) everything we consider important about our 
culture.
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Oath of Non-Harm for an Age of Big Data (Eubanks, 2018)
I swear to fulfill, to the best of my ability, the following covenant:

	 •	 I will respect all people for their integrity and wisdom, understanding that they are 
experts in their own lives, and will gladly share with them all the benefits of my knowl-
edge.

	 •	 I will use my skills and resources to create bridges for human potential, not barriers.  
I will create tools that remove obstacles between resources and the people who 
need them.

	 •	 I will not use my technical knowledge to compound the disadvantage created by his-
toric patterns of racism, classism, ableism, sexism, homophobia, xenophobia, trans-
phobia, religious intolerance, and other forms of oppression.

	 •	 I will design with history in mind. To ignore a four-century-long pattern of punishing 
the poor is to be complicit in the “unintended,” but terribly predictable consequences 
that arise when equity and good intentions are assumed as initial conditions.

	 •	 I will integrate systems for the needs of people, not data. I will choose system integra-
tion as a mechanism to attain human needs, not to facilitate ubiquitous surveillance.

	 •	 I will not collect data for data’s sake, nor keep it just because I can.
	 •	 When informed consent and design convenience come into conflict, informed consent 

will always prevail.
	 •	 I will design no data-based system that overturns an established legal right of the poor.
	 •	 I will remember that the technologies I design are not aimed at data points, probabili-

ties, or patterns, but at human beings.

References
Accreditation Board for Engineering and Technology, Inc. (ABET). (2021). Diversity, 

Equity & Inclusion. https://www.abet.org/about-abet/diversity-equity-and- 
inclusion/

Algorithmic Justice League. (2023). https://www.ajl.org/
American Auto. (2021, December 13). Spitzer Holding Company, Kapital Entertainment, 

and Universal Television.
Are We Automating Racism. (2021, March 31). Glad You Asked. https://www.youtube.

com/watch?v=Ok5sKLXqynQ&list=PLJ8cMiYb3G5cOFj1VQf8ykNOI0ptuHybc&
index=2

Bartlett, R., Morse, A., Stanton, R., & Wallace, N. (2022). Consumer-lending discrimina-
tion in the FinTech era. Journal of Financial Economics, 143(1), 30–56.

Benjamin, R. (2019). Race After Technology: Abolitionist Tools For the New Jim Code. 
Polity.

Bonilla-Silva, E. (2006). Racism without Racists: Color-Blind Racism and the Persistence 
of Racial Inequality in the United States. Rowman & Littlefield Publishers.

Caplan, R., Hanson, L., Donovan, J., & Matthews, J. (2018). Algorithmic accountability: 
A primer. Data & Society Research Institute. https://datasociety.net/wp-content/
uploads/2018/04/Data_Society_Algorithmic_Accountability_Primer_FINAL-4.pdf

Carmichael, S., & Hamilton, C. V. (1967). Black Power: The Politics of Liberation in 
America. Vintage Books.

Coded Bias. (2022). 7th Empire Media and Netflix. netflix.com/title/81328723
Creative Commons. (n.d.). When We Share, Everyone Wins. https://creativecommons.org/

02_Berry_Ch02_p017-032.indd   27 22/07/24   4:56 PM

https://www.abet.org/about-abet/diversity-equity-and-inclusion/AlgorithmicJusticeLeague.(2023
https://www.abet.org/about-abet/diversity-equity-and-inclusion/AlgorithmicJusticeLeague.(2023
https://www.ajl.org/
https://www.youtube.com/watch?v=Ok5sKLXqynQ&list=PLJ8cMiYb3G5cOFj1VQf8ykNOI0ptuHybc&index=2
https://www.youtube.com/watch?v=Ok5sKLXqynQ&list=PLJ8cMiYb3G5cOFj1VQf8ykNOI0ptuHybc&index=2
https://www.youtube.com/watch?v=Ok5sKLXqynQ&list=PLJ8cMiYb3G5cOFj1VQf8ykNOI0ptuHybc&index=2
https://datasociety.net/wp-content/uploads/2018/04/Data_Society_Algorithmic_Accountability_Primer_FINAL-4.pdf
https://datasociety.net/wp-content/uploads/2018/04/Data_Society_Algorithmic_Accountability_Primer_FINAL-4.pdf
http://$$$	netflix.com/title/81328723
https://creativecommons.org/


	 G o i n g  B e y o n d  t h e  T e c h n i c a l 	 29	 28	 C h a p t e r  T w o

Eubanks, V. (2017). Automating Inequality: How High-Tech Tools Profile, Police, and 
Punish the Poor. St. Martin’s Press.

Eubanks, V. (2018, February 21). A Hippocratic Oath for Data Science. Virginia Eubanks 
(blog). https://virginia-eubanks.com/2018/02/21/a-hippocratic-oath-for-data-
science/

Gallimore, A. D. (2021, August 30). Diversity, equity and inclusion should be required 
in engineering schools’ curricula. Inside Higher Ed. https://www.insidehighered.
com/views/2021/08/30/diversity-equity-and-inclusion-should-be-required- 
engineering-schools-curricula

Gesi, C., Migliarese, G., Torriero, S., Capellazzi, M., Omboni, A. C., Cerveri, G., & 
Mencacci, C. (2021, July). Gender differences in misdiagnosis and delayed diagno-
sis among adults with autism spectrum disorder with no language or intellectual 
disability. Brain Sciences, 11(7), 912. https://doi.org/10.3390/brainsci11070912

Giddens, A. (2009). Sociology (6th ed.). Polity Press.
Golash-Boza, T. M. (2017). Race and Racisms: A Critical Approach (2nd ed.). Oxford 

University Press.
Gotterbarn, D. W., Brinkman, B., Flick, C., Kirkpatrick, M. S., Miller, K., Vazansky, K., & 

Wolf, M. J. (2018). ACM Code of Ethics and Professional Conduct. Communications 
of the ACM, 61(7), 106-112.

Gutierrez, C. M., & Kirk, D. S. (2017, July 1). Silence speaks: The relationship between 
immigration and the underreporting of crime. Crime & Delinquency, 63(8), 926–950. 
https://doi.org/10.1177/0011128715599993

Hajian, S., & Domingo-Ferrer, J. (2013). Direct and indirect discrimination prevention 
methods. In B. Custers, T. Calders, B. Schermer, & T. Zarsky (Eds.), Discrimination 
and Privacy in the Information Society: Data Mining and Profiling in Large Databases 
(pp. 241–254). Springer. https://doi.org/10.1007/978-3-642-30487-3_13

Hursthouse, R. (2013). Ethics, Humans and Other Animals: An Introduction with 
Readings. Routledge.

Institute of Electronics and Electrical Engineers. (2020). IEEE Code of Ethics. https:// 
www.ieee.org/about/corporate/governance/p7-8.html

Liu, B., Ding, M., Shaham, S., Rahayu, W., Farokhi, F., & Lin, Z. (2021). When machine 
learning meets privacy: A survey and outlook. ACM Computing Surveys (CSUR), 
54(2), 1–36.

Lopez, I. H. (2006). White by Law: The Legal Construction of Race. NYU Press.
MacAdam, A. (2016, July 26). How Audio Stories Begin. NPR Training + Diverse 

Sources Database (blog). https://training.npr.org/2016/07/26/how-audio-stories-
begin/

Müller, V. C. (2020). Ethics of artificial intelligence and robotics. In Stanford Encyclopedia 
of Philosophy.

Noble, S. U. (2018). Algorithms of Oppression: How Search Engines Reinforce Racism. 
New York University Press.

Parker, L., Halter, V., Karliychuk, T., & Grundy, Q. (2019). How private is your mental 
health app data? An empirical study of mental health app privacy policies and 
practices. International Journal of Law and Psychiatry, 64, 198–204.

The European Commission. (2021). Artificial Intelligence Act. https://artificialintelligenceact 
.eu/

The European Union. (2018). General Data Protection Regulation. https://gdpr-info.eu/
The Social Dilemma. (2020). Exposure Labs and Netflix. netflix.com/title/81254224

02_Berry_Ch02_p017-032.indd   28 22/07/24   11:26 AM

https://virginia-eubanks.com/2018/02/21/a-hippocratic-oath-for-data-science/
https://virginia-eubanks.com/2018/02/21/a-hippocratic-oath-for-data-science/
https://www.insidehighered.com/views/2021/08/30/diversity-equity-and-inclusion-should-be-required-engineering-schools-curricula
https://www.insidehighered.com/views/2021/08/30/diversity-equity-and-inclusion-should-be-required-engineering-schools-curricula
https://www.insidehighered.com/views/2021/08/30/diversity-equity-and-inclusion-should-be-required-engineering-schools-curricula
https://doi.org/10.3390/brainsci11070912
https://doi.org/10.1177/0011128715599993
https://doi.org/10.1007/978-3-642-30487-3_13
https://www.ieee.org/about/corporate/governance/p7-8.html
https://training.npr.org/2016/07/26/how-audio-stories-begin/M�ller,	V.	C.	(2020).	Ethics	of	artificial	intelligence	and	robotics.	In	Stanford	Encyclopedia	
https://training.npr.org/2016/07/26/how-audio-stories-begin/M�ller,	V.	C.	(2020).	Ethics	of	artificial	intelligence	and	robotics.	In	Stanford	Encyclopedia	
https://artificialintelligenceact.eu/TheEuropeanUnion.(2018).GeneralDataProtectionRegulation
https://artificialintelligenceact.eu/TheEuropeanUnion.(2018).GeneralDataProtectionRegulation
http://https://gdpr-info.eu/The$$$	Social	Dilemma.	(2020.	Exposure	Labs	and	Netflix.	netflix.com/title/81254224
http://https://gdpr-info.eu/The$$$	Social	Dilemma.	(2020.	Exposure	Labs	and	Netflix.	netflix.com/title/81254224
https://www.ieee.org/about/corporate/governance/p7-8.html


	 G o i n g  B e y o n d  t h e  T e c h n i c a l 	 29	 28	 C h a p t e r  T w o

End of Chapter Activities
The following exercises and activities are intentionally designed as open-ended exten-
sions of the topics covered in this chapter. These exercises and activities provide oppor-
tunities to apply the topics addressed in this chapter to engage students in reflective 
thinking about contemporary algorithm designs and the algorithms they design. They 
also highlight examples of algorithmic bias documented and presented in television 
and movies, giving students a chance to reflect on and critique what they observe. By 
completing these exercises, it is expected that students will have a deeper consideration 
for social responsibility as they write algorithms that impact people.

Reflective Exercises
	 1.	 Learn more about implicit associations by taking a test via Project Implicit 

(https://app-prod-03.implicit.harvard.edu/implicit/takeatest.html). 

•	 Listen to this episode of The Sociological Cinema, in which a sociologist and 
computer scientist discuss human-robotic interactions and the social 
implications of robotic designs. 

•	 Podcast link: https://www.thesociologicalcinema.com/blog/on-artificial-
intelligence-symbolic-interactionism-and-whether-robots-will-take-over-
the-world

•	 Write a two- to three-sentence summary of the podcast.

•	 Who is the audience for this podcast? Can this podcast episode be understood 
by a lay audience? Why or why not?

•	 What types of sources are used to add credibility to the podcast episode? Are 
these sources referenced during the podcast, in the show notes, or both?

•	 Was the story in the podcast structured in a way that kept the audience’s 
attention? If so, what specifically was done to keep the audience’s attention? 
If not, how could the story or report be told differently?

•	 Which portion of the conversation was the most interesting? Why?

	 2.	 Dr. Evan Peck created Ethical Module Reflections for the CS 1 course at Bucknell 
University. Even though they were designed for a specific computer science 
course, students may find these opportunities to apply ethics and reflection to 
programming helpful activities. As a challenge, apply what this chapter 
addresses regarding societal implications of computing to these examples, 
particularly “Developers as Decision Makers.”

Website: https://ethicalcs.github.io/

Algorithmic bias in science fiction

	 3.	Watch the “Oxygen” episode of Doctor Who. Identify all fundamental computing 
concepts noticed with respect to how the robotic space suits track oxygen 
credits as well as the smart features in the suit that are enabled by artificial 
intelligence. Review the ACM Code of Ethics. What are some violations of the 
code observed throughout the episode with respect to how the suits operate? 
With respect to social and cultural implications of computing, would this smart 
suit meet Virginia Eubanks’ “gut-check”? Why or why not? 
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Algorithmic bias in situation comedies

	 4.	Watch the “Racial Sensitivity” episode of Better Off Ted. What was wrong with 
the sensors featured in that episode? With respect to race, which employees 
were negatively affected by the sensors in the building? Based on what was 
discussed in this chapter, how is the operation of the sensors a form of 
algorithmic bias? What does this potentially suggest about the individuals who 
designed the sensors, and what are some ways these problems with the sensors 
could have been discovered prior to their installation in the building?

	 5.	Watch the pilot episode of American Auto. How was the self-driving car tested? 
What happens when the Black employee walks in front of the car? What reason 
does the engineer provide for the recognition failure? Based on what was 
discussed in this chapter, how is this a form of algorithmic bias? Besides 
humans, what else may not be recognized by the car’s sensors and result in an 
accident? How can the company improve its testing procedure to ensure the 
car’s sensors can better recognize people of different races as well as other 
objects? In the episode, one of the Black employees claims that the automatic 
soap dispensers in the restrooms do not work for her. Although another 
employee tells her that the dispensers are operated via a push button, this 
example brings to light bias with automatic soap dispensers and sinks. To learn 
more about these incidences of bias, read the Scientific American article titled 
“Fixing Medical Devices That Are Biased against Race or Gender” by Claudia 
Wallis (2021) and answer the following questions: What are three ways that 
bias can be embedded in medical devices? What are some solutions for 
addressing these biases? 

	 6.	 The following Scientific American article addresses bias with pulse oximeters 
and how the problem became a major concern when people with darker skin 
were hospitalized during the COVID-19 pandemic. According to the article, 
what was causing the problem with the pulse oximeter readings? https:// 
www.scientificamerican.com/article/fixing-medical-devices-that-are-biased-
against-race-or-gender/

	 7.	 Read the following NPR article titled “When it comes to darker skin, pulse 
oximeters fall short” by Craig LeMoult (2022), or listen to the audio version of 
the article, to learn more about how pulse oximeters work and how their design 
results in bias for people with darker skin. How does a pulse oximeter work? 
Why do people with darker skin tend to have less accurate readings from pulse 
oximeters? According to the scientists and engineers highlighted in the article, 
what are some innovative approaches being used to develop more inclusive 
pulse oximeter designs? https://www.npr.org/sections/health-shots/2022/ 
07/11/1110370384/when-it-comes-to-darker-skin-pulse-oximeters-fall-short

Algorithmic Bias and Search Algorithms
	 8.	 On a piece of paper, write down the first associations (words, images, ideas) 

that come to mind for each of the following words: “engineer,” “scientist,” 
“computer scientist,” and “robot.” Conduct an online image search for each of 
these words. What is observed most frequently in the search results for each 
term? How do the results compare with the original list generated? Students 
are encouraged to look at the image results for “engineer,” “scientist,” and 
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“computer scientist” and note whether or not they see anyone in the results 
who looks like them. Students should also note how many people in the results 
look different from them with respect to race, gender, age, and ability status. 
What do the search results imply about what an engineer, scientist, and 
computer scientist look like? What do the image results imply about these 
fields and where people in these fields work? Are any social groups excluded 
from the results? What are some ways the algorithms may be refined to generate 
more inclusive results? For advanced reading on search engines and algorithmic 
bias, read “Algorithms of Oppression” by Safiya Noble.

Digital Storytelling Extensions
	 9.	Make a short video or podcast to communicate individual takeaways from this 

chapter. Specifically, what are the intersections between algorithms, computing 
ethics, and society? Who is the audience, and what is the take-home message 
for the audience?

	 10.	 Create a short video or podcast to discuss algorithmic bias depicted in one of 
the television programs previously mentioned. Who is the audience, and what 
are the best ways to communicate this information to the audience? What is the 
main technical issue in the episode? What ethical dilemmas are present with 
respect to the ACM Code of Ethics? What are the social implications of 
computing with respect to race, socioeconomic status, or both in the episode? 
Propose a redesign of the problematic algorithm or technology in the episode. 
How does the proposed design mitigate the ethical and social concerns 
previously identified?

Get Involved and Take Action! 
If you would like a more active role in increasing awareness of algorithmic justice, con-
sider joining the Algorithmic Justice League (https://www.ajl.org/). The resources 
available will expose you to additional ethical and societal impacts of algorithms. In 
addition, you may consider hosting screenings of or panel discussions or fireside chats 
on documentaries like Coded Bias and The Social Dilemma.

02_Berry_Ch02_p017-032.indd   31 22/07/24   11:26 AM

https://www.ajl.org/


02_Berry_Ch02_p017-032.indd   32 22/07/24   11:26 AM

This page intentionally left blank 



33

CHAPTER 3
Social Media and 

Health Information 
Dissemination

Fay Cobb Payton, PhD, MBA
North Carolina State University

Xuan Liu, PhD
North Carolina State University

Lynette Yarger, PhD
Pennsylvania State University

Question: Why does undertheorizing magnify ethical issues in health AI/ML among diverse 
populations?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Identify common uses and applications of social media for delivering sexual, 
physical, and mental health information

•	 Compare and contrast the positive and negative impacts of using social media 
for health information

•	 Discuss the common challenges in analyzing social media data

•	 Describe the problem with bias in creating and disseminating health information 
and implications to machine learning
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Chapter Overview
This chapter will model the reach of mental health posts on Twitter, the social network-
ing site rebranded as “X” in July 2023, via the MyHealthImpactNetwork platform. The 
term “Twitter” will be used to indicate that the analysis of tweets included in this chap-
ter was produced before the changes to the organizational structure, software features, 
and algorithms initiated after Elon Musk purchased Twitter in 2022. Interactions with 
the X platform would preclude a longitudinal data capture given the timing used in this 
chapter. MyHealthImpactNetwork (@MyHealthImpact) is a scholarly health research 
network focusing on health care and health disparities. The model includes key perfor-
mance indicators (KPIs), such as reach, to determine the characteristics of posts that 
generate the most engagement and expand the audience. The analysis includes finding 
the best time to post based on past performance and identifying key predictors for 
broadly amplifying health messages. The chapter discusses the ethical considerations 
when diverse populations are undertheorized in analyzing user communication and 
their information-seeking interests via Twitter. 

3.1  Introduction
With the ubiquitous nature of social media, it is essential that users get accurate and 
consistent health information from this source. While it is important to understand and 
research social media and associated KPIs, such as reach and engagement, uncovering 
patterns to help recognize, filter, and eliminate bias is equally critical. Machine learning 
techniques such as natural language processing (NLP), sentiment analysis, and topic 
modeling are often used to analyze the messages, likes, retweets, images, and videos 
produced by social media users (Ayo et al., 2020; Neethu and Rajasree, 2013). These 
techniques involve training models on large datasets of Twitter posts to understand 
and classify language used in them. Common applications of machine learning models 
include predicting trends or viral topics based on tweet content, facilitating content 
moderation on social platforms by detecting hate speech, and identifying influential 
users based on factors like retweets and follower counts. When used responsibly, 
machine learning techniques offer an efficient and effective means to identify, classify, 
enhance, and predict health information seeking and sharing behavior on social media. 
This chapter will discuss social media messaging as a health education campaign and 
present strategies to mitigate bias and amplify ethical issues concerning underre-
searched aspects of health data on social media. 

3.1.1  Mitigating Bias in Health Information on Social Media
Since its inception in 2006, Twitter has become an impactful channel for communication 
between mental health organizations and citizens. There is growing evidence that Twit-
ter effectively disseminates mental health information to communities and follows 
information shared by communities (Hughes et al., 2008). Twitter is also used for detect-
ing and tracking health misinformation (Joseph et al., 2015; McClellan et al., 2017; 
Naslund et al., 2016) and detecting individuals who may be experiencing a mental 
health crisis (Jashinsky et al., 2014). However, the structure of how these mental health 
messages are diffused and their ability to reach audiences is still undertheorized and 
undermeasured (Bruns & Hallvard, 2014). 
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As the use of Twitter expands in mental health promotion and communication 
settings, Neiger and colleagues (2012) argue that metrics and KPIs become increas-
ingly important for assessing the reach and related benefits of posts. On the one hand, 
a metric, such as the number of posts or tweets, is a single measurement variable in the 
context of this study. On the other hand, a KPI represents a broader construct, such as 
insights, exposure, reach, and engagement. Using KPIs helps health organizations to 
leverage better the time and effort invested in social media messaging (Neiger et al., 
2012, 10).

Researching how these data are disseminated and the reach, exposure, impact, and 
exposure to mitigate bias and then appropriately filter can be used in machine learning 
by organizations seeking to use social media messaging.

3.2  MyHealthImpactNetwork: For Students by Students
Payton and Kvasny (2016) studied the technology affordances of MyHealthImpactNetwork 
(Figure 3.1), an online human immunodeficiency virus (HIV) prevention awareness 
platform designed to reach Black female college students. The platform serves Black 
women because this group has an expanded risk of HIV transmission. At the same time, 
Black women use social media regularly to seek information and create content that 
gives voice to their unique perspectives regarding the prevention of HIV, a stigmatized 
disease. Perhaps most importantly, the researchers center Black women on college cam-
puses to amplify their experiences, needs, and concerns. 

Figure 3.1  MyHealthImpactNetwork.org landing page and Twitter feed.
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The researchers discovered that Black female college students’ use of social media 
to seek out and share health information is negatively impacted by their awareness of 
the HIV stigma. The broader societal context that often devalues the lives of Black 
women further shapes their perceptions of the intended “good” (or affordances) of the 
MyHealthImpactNetwork platform. Thus, even when intentionally designing software 
to suit the information needs of minority populations, unintended consequences or 
uses can yield opposing technology affordances or “goods.”

3.2.1  Why Consider Social Media?
Social media has been widely used for mental health communication (Gowen et al., 
2012). Berry and colleagues (2017) proposed using the hashtag #WhyWeTweetMH to 
explore why individuals use the social media website Twitter to discuss mental health. 
The researchers collected 132 original tweets containing the hashtag #WhyWeTweetMH 
and identified four themes and eleven associated subthemes depending on the frequency 
of using common words. The four themes are (1) a sense of community, (2) raising 
awareness and combating stigma, (3) a safe space for expression, and (4) coping and 
empowerment. The researchers then discuss the ethical implications of directly applying 
a Twitter hashtag to generate tweets that are subsequently used for data analysis.

McClellan and colleagues (2017) applied time series analysis and forecasting tech-
niques to identify periods of heightened interest in mental health topics on Twitter. The 
researchers explored Twitter activities focused on depression or suicide, then forecasted 
the communication trends over the next 30 days using an autoregressive integrated 
moving average (ARIMA) model. Their analysis found that spikes in tweet volume 
following a behavioral health event often last for less than two days, indicating that 
people circulate mental or behavioral health information associated with heightened 
periods of interest for a limited time frame.

3.2.2  Studying MyHealthImpact Twitter Feed 
This study models Twitter’s reach to determine the characteristics of posts that generate 
the most engagement and expand the audience. A buffer was used to collect data on the 
@myHealthImpact Twitter account from 08/31/2012 to 12/23/2015. Data collection 
focused on the presence of terms related to HIV. The data collection resulted in an initial 
dataset of 1210 observations of 17 variables, where the variables are listed in Table 3.1.

3.2.3  Data Preprocessing
To prepare the dataset for analysis, the “Received Messages,” “Social Traffic,” “Twitter 
Posts,” and “Web Mentions” variables were removed since they provide little informa-
tion about the social media or KPIs. Next, the “Received DM” and “Sent DM” features 
were changed to binary numbers, where “1” means a received direct message (or sent 
direct message) exists and “0” otherwise. After applying these revisions to the data 
dictionary, there were 1210 observations of one character variable in the date format, 
two categorical variables, and ten continuous variables for analyses, as shown in 
Table 3.1. Since the study aimed to reach more people by posting tweets from  
@myHealthImpact, there was also a focus on the total number of people who viewed 
the tweets on the Twitter profile. Therefore, “Twitter Potential Reach” was chosen as 
the response in the analysis.
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3.2.4  Check Missing Values
The first step in the data analysis was to check for missing values. After discarding the 
Date variable, there were 1050 observations of 13 variables in the dataset. We computed 
the probability of missing values for each feature and chose 15 percent as the threshold 
to decide if we remove the variable or keep it for imputation. Figure 3.2 provides a 
visual representation of each variable’s missing proportions and the patterns of each 
variable. 

The evaluation of the figure yields the following results:

•	 “Date,” “Received DM,” and “Sent DM” are complete.

•	 “Tweets,” “Follower,” “Followings,” “Twitter Potential Reach (TPR),” and 
“Web Traffic” were good to impute since their probabilities of missing were less 
than 15 percent.

•	 “Clicks” were removed since 30 percent of the observations in the dataset were 
missing.

Variable Name Interpretation Variable Type

Date Date of data collection Character in date 
format mm/dd/yy

Tweets Number of tweets Continuous

Clicks Number of clicks Continuous

Mentions Number of mentions Continuous

New Followers Number of new followers Continuous

Retweets Number of retweets Continuous

Received Messages Number of received messages Continuous

Received DM Whether received direct messages or not Categorical (binary)

Sent DM Whether sent direct messages or not Categorical (binary)

Unique Users Number of unique users Continuous

Followers Number of followers Continuous

Following Number of following Continuous

Twitter Potential Reach Number of Twitter potential reach Continuous

Web Traffic Number of web traffic Continuous

Social Traffic Number of social traffic Continuous

Twitter Posts Number of Twitter posts Continuous

Web Mentions Number of web mentions Continuous

Table 3.1  Data Dictionary for 17 Variables for Analyses 
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•	 Since “Mentions,” “New Followers,” “Retweets,” and “Unique Users” were 
missing in over 15 percent of the observations, they could either be removed or 
some adjustments applied before imputing them. For example, individuals 
having at least three missing features could be removed. It was determined that 
69 percent (718 out of 1050) of the samples were not missing any information 
after this adjustment, and the probabilities of missing all features were less than 
the threshold of 15 percent. As a result, it was safe to apply the imputing 
procedure. 

Next, we imputed these missing values using the Multivariate Imputation by 
Chained Equations (“MICE”) package in R by assuming that the data were missing 
randomly, and a special margin box plot was used to check this assumption. The num-
ber of imputed datasets was set to m = 50, which was large enough to reduce the effect 
of the special initialized seed. Then, the original and imputed data distribution was 
inspected, as shown in Figure 3.3, where each imputed variable’s distributions were 
checked using a density plot. 

The thick curves in Figure 3.3 show the density of the imputed variables for each 
imputed dataset, while the thin curves show the density of the observed data. Since the 
shape of the thick curves matches the shape of the thin curves, it can be concluded that 
the imputed data and observed samples exhibit the same distribution, implying that 
the imputed values are reliable.

3.2.5  Check Multicollinearity
After imputing missing values, there were 1050 observations of 12 variables in the data-
set. The next step is to examine the correlation between the nine continuous variables. 
The nine continuous variables were tweets, mentions, new followers, retweets, unique 
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Figure 3.2  Histogram of missing data.
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users, followers, following, Twitter potential reach, and web traffic. Figure 3.4 indi-
cates that “Followers” and “Followings” as well as “Mentions” and “Unique Users” 
are highly correlated, implying that a Pearson correlation test is needed to test for 
correlation. If two predictor variables are significantly correlated, one of them should 
be removed from the analysis to avoid multicollinearity.

3.3  Results of Data Inferential Analysis

3.3.1  Time Series Analysis
A “Twitter Potential Reach” forecast can be conducted using time series analysis. 
The time series analysis starts by converting the dataset from a data frame to an 
extensible time series, including “Date” as the time index and “Twitter Potential Reach” 
as the series. Here, the Buffer application was used to obtain such a time series object. 
Note that the time index is based on the Coordinated Universal Time (UTC) time zone 
and has daily periodicity from 2012-08-31 to 2015-12-23 after the transformation.

Figure 3.5 plots the daily total potential reach from 08/31/2012 to 12/23/2015. 
Next, to provide a clearer view, Figures 3.6 through 3.9 are plots of total potential reach 
for each year separately. 

Since these figures had a large scale, a natural logarithm transformation was 
applied. Figures 3.10 and 3.11 show a plot of log(reach) and its corresponding autocor-
relation Function (ACF) and partial autocorrelation Function (PACF) plots.
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Figure 3.3  Imputation diagnosis using density plot.
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Since there is an increasing trend in Figure 3.10, the ACF plot in Figure 3.11 decays 
slowly with data and is still not stationary. A first derivative to log (daily total potential 
reach) was taken. Seasonality and lags were observable in the data. A cyclical, seasonal 
pattern occurs and can be affected by social, cultural, and religious events or variations 
in the length of months. Lags mean a time delay between two time series. 

Examining the ACF plot in Figure 3.11 indicates stable positive spikes at lag 7, 14, 
21, 28, and so on. The spikes indicate a strong seasonal pattern with seasonal period 7 
(weekly period) and suggest taking a seasonal difference with order 7, which is the 
change from one week to the next. Note that when both seasonal and nonseasonal dif-
ferences are applied, they yield the same results no matter which is done first. More-
over, since the data have a strong seasonality, the authors decided to take the seasonal 
differencing first since the resulting series may be stationary, and there will be no need 
for further nonseasonal differences. Therefore, the authors used a seasonal differencing 
with period 7 and drew the corresponding plots.
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Figure 3.5  Plot of daily total potential reach from 08/31/2012 to 12/23/2015.
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Figure 3.6  Plot of daily total potential reach from 08/31/2012 to 08/30/2013.
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Figure 3.7  Plot of daily total potential reach from 08/31/2013 to 08/30/2014.
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Figure 3.8  Plot of daily total potential reach from 08/31/2014 to 08/30/2015.
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Figure 3.9  Plot of daily total potential reach from 08/31/2015 to 12/23/2015.
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Figure 3.10  Plot of log(daily total potential reach).
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After the seasonal differencing, we found that the plot of diff(log(reach),7) has no 
trend in Figure 3.12, the corresponding ACF decays fast, and the PACF tails off in 
Figure 3.13. Therefore, the series is currently stable. It was possible to check the stationary 
series by applying the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test. Since the p-value 
was greater than 0.05, there was insufficient evidence to reject the null hypothesis, so 
the current series is stationary and nonseasonal at a significance level a = 0.05. 

Figure 3.11  ACF and PACF plot of log(daily total potential reach).
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Figure 3.12  Plot of Diff [log(daily total potential reach), 7].
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3.4  Chapter Summary
Future and additional analyses would permit the determination of the seasonal and 
nonseasonal components of the model. These components can inform decision makers 
when social reach and user engagement are more or less likely impacted by social 
(e.g., Black Lives Matter and protests), public health (e.g., COVID-19), and cultural 
(e.g., on-campus events based on diversity of cultures) factors. Beyond the quantitative 
analyses, there needs to be an understanding of technology intended for a social good, 
which must be paired with context and small data. Namely, Black female and male 
college students primarily engaged with the @myhealthimpact channel and were the 
lead delegates in the design of the platform and initial health information dissemination 
strategy. Data from the Kaiser Family Foundation (Hill et al., 2023) indicates that health 
information, prevention, and treatment are not equitably provided, designed, or 
accessed among racial and ethnic groups. 

The ethical issues associated with data analyses and interpretation of results are 
paramount. While the spikes in tweet volume can indicate user interest and engage-
ment with health care providers, nonseasonal periods can best be informed by qualita-
tive methods and users’ lived experiences. To this end, @myhealthimpact shifted its 
focus to be inclusive of mental and physical health as informed by the target popula-
tion. As described in Yarger and Payton (2018), ethical issues abound, particularly given 
the perception associated with stigmatized health conditions like mental health and 
HIV. Privacy, relatability, politics, and campus/organizational climate are consider-
ations when individuals are seeking information and making a platform engagement 
decision.

The work presented in this chapter lends itself to machine learning to inform and 
automate content recommendations. To do so, NLP algorithms can be deployed, which 
enables a computer program to understand human language as it is spoken and written. 
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Figure 3.13  ACF and PACF plot of Diff [log(daily total potential reach), 7].
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Sentiment analysis and content categorization can inform how users “feel” and/or 
interact with the platform’s topics, while the redesign of online material can result. In 
addition to NLP, linear regression analysis can be used to examine relationships between 
variables in the model. Support vector machines (SVMs) can help to filter spam or ana-
lyze user behavior patterns to detect deceptive activities. 

While machine learning can benefit users, algorithmic ethics raises questions about 
biases in results associated with user engagement and reach. Privacy and security con-
cerns raise the question of trade-offs between health information seeking and personal 
information exchange. Lastly, a deeper understanding of Twitter users’ online versus 
offline behaviors must be discerned in a manner that does not exacerbate bias and 
harm. Understanding the time frame among lags and the potential impact of health 
dissemination is critical. In addition, machine learning techniques can be analyzed to 
determine social media users’ narratives, perceptions of disease conditions, and senti-
ment analyses as well as informing NLP. This understanding, however, must be 
informed with comprehension and policies addressing predesign, historical and ampli-
fication bias, and power dynamics in care delivery, treatment, and access. 

Chapter Glossary

Term Definition

Data lag A time delay between two (data) time series.

Data seasonality Pattern occurs that is cyclical and can be affected by events or variation in the 
length of months (or a time period).

Health disparities Preventable differences in the burden of disease, injury, violence, or opportunities 
to achieve optimal health that are experienced by socially disadvantaged 
populations. 

Health information-
seeking

Describes how individuals obtain information about their health, illnesses, and 
disease conditions. 

Natural language 
processing (NLP)

A subset of machine learning that enables computers to understand, analyze, 
and generate human language.

Sentiment analysis Process of using textual data forms to determine emotional tones.

Social media reach A measure of the number of users/people who see or have been exposed to a 
post and/or media content.

Support vector 
machine (SVM)

A linear model for classification and regression problems. It can solve linear 
and nonlinear problems and is considered supervised machine learning.

Time series analysis A series of data points or observations recorded at different or regular time 
intervals, including daily, weekly, or monthly.
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End of Chapter Questions
	1.	 Identify three common uses and applications of social media platforms or apps to 

deliver mental health information and support to college students.

	2.	 List common arguments about social media’s positive and negative impacts on 
youths and young adults. 

	3.	 Given these debates, explain your position on the usefulness of using social media as 
a platform for mental health promotion and communication.

	4.	 Discuss three common challenges in analyzing social media data presented in the 
chapter.

	5.	 Explain the “bias problem” in creating and disseminating mental health information.

	6.	 Argue for or against the importance of tailoring mental health information for 
vulnerable populations.
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CHAPTER 4
Comparative Case 
Study of Fairness 

Toolkits

Keith McNamara, Jr., Kiana Alikhademi,  
Brianna Richardson, Emma Drobina,  
and Juan E. Gilbert
University of Florida

Question: How effective are fairness toolkits at detecting and mitigating bias and ensuring fair-
ness in machine learning? And what are their shortcomings?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Identify the most common types of biases in the machine learning life cycle 
through examples

•	 Explain the objective of fairness in machine learning and understand the nuance 
of the definition space

•	 Evaluate state-of-the-art fairness toolkits based on different criteria to find the 
capabilities and shortcomings

Chapter Overview
In this chapter, we discuss methods to detect and mitigate bias through the use of fair-
ness toolkits, which can be used when building machine learning (ML) models, to 
ensure they serve the intended populations effectively. Section 4.3 introduces the rise of 
ML in various domain spaces and highlights the importance of recognizing and miti-
gating bias using recorded statistics. Section 4.4 details three types of biases you might 
encounter when working with different datasets along with scenarios of how these 
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biases can be negatively impactful. Section 4.5 highlights how current practitioners 
implement fairness through the use of a sensitive attribute and how prior work has 
categorized three different measures of fairness. Section 4.6 introduces the field of 
responsible artificial intelligence (AI) as a response to various instances of models or 
datasets found to be biased and failing to include fairness measures. This section also 
details some existing strategies that practitioners have undertaken to address the 
issue of fairness. Section 4.7 presents the results of the comparison evaluation of the 
three fairness software toolkits to outline their capabilities, and Section 4.8 discusses 
how these results demonstrate not only what they are capable of but, more importantly, 
also what needs further improvement.

4.1  Introduction
ML is emerging across new industries at a rapid rate, used to assist in business pro-
cesses, automate mundane tasks, and optimize products with its predictive power. 
However, as the number of ML applications has risen, the number of AI-related contro-
versies has risen as well. Examples include Sweeney’s 2013 findings that Google is 
more likely to advertise for criminal background checks or mugshot viewing sites on 
searches for Black-sounding names than white-sounding names, regardless of true 
criminal background; Buolamwini and Gebru’s 2018 discovery that facial recognition 
systems had error rates of 35 percent when used on dark-skinned women, as opposed 
to <1% for white men; and ProPublica’s 2016 analysis of software for predicting crimi-
nal recidivism that misclassified Black defendants as high risk at twice the rate of white 
defendants. 

CONSIDER THIS:
If researchers and developers are using biased data to build algorithms that are 
used all around the world, the impact of that bias will affect people across 
many countries. Furthermore, the impact of bias can be exacerbated in under-
represented communities. We must apply responsible AI to prevent the unintended 
consequences on different populations.

4.2  Bias
The detection of bias and the implementation of fairness strategies are two distinct 
steps in the model development process. Selecting the best fairness strategy is highly 
context-dependent. To better propose and implement fairness strategies, it is critical to 
understand the source of bias. There are several examples including label bias, sam-
pling bias, and representation bias.

4.2.1  Label Bias
Label bias occurs when the labels we are using are inaccurate or missing information. 
For supervised ML, we assume the labels are correct and are our “ground truth” that all 
other decisions will be based upon. Figure 4.1 shows two examples of mislabeling data-
sets in ML and how it could impact the final outcome.
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4.2.2  Sampling Bias
Sampling bias occurs when certain groups within a population are more likely to be 
included in a sample than others. If we base our conclusions off of a sample that isn’t 
truly representative of the population, our results will be skewed. Figure 4.2 shows an 
example of sampling bias where different groups do not have the same likelihood to 
be selected into the study population.

4.2.3  Representation Bias
Representation bias occurs when the sample used for our task is not representative of 
the individuals for whom the solution was built. Figure 4.3 illustrates an example of 
scenarios where the population is not representative of the target audience.

4.3  Fairness
Once we identify the source of bias, we need to mitigate the bias utilizing a fairness 
measure, which is dependent on use case and objective. Many fairness measures in 
ML rely on the concept of a sensitive attribute, the trait we want to make sure is not 
influencing our decision making. Often, this is a legally protected class, such as 
race, age, religion, or sex. Verma and Rubin (2018) divided fairness measures into 
the following three categories: statistical measures, similarity measures, and causal 
reasoning.

A dataset for image recognition is
meant to have one label “dog” for all

dog breeds. However, some dog
breeds—“pug,” “beagle,” and

“husky”—have their own labels
and are not included as “dog.”

A medical diagnosis dataset allows
each patient to receive multiple labels,

one for each possible condition.
Some people who actually have both
diabetes and pneumonia are recorded

as only having pneumonia.

Consider the two scenarios.

What problems do you think these examples of label bias could lead to?
How would you protect against label bias in your work?

Figure 4.1  Two different scenarios regarding labeling bias.
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A research group at a private
university wants to study political

awareness in people under 30. To
get data, they survey every first-year
student taking their intro to political

science course.

An environmental group wants to
learn more about the health of Pacific

salmon populations. They perform
multiple counts off the coast of
Oregon, but only one off the

Alaskan coast.

Consider the two scenarios.

What problems do you think these examples of sampling bias could cause?
How would you correct them?

Figure 4.2  Two different scenarios of sampling bias.

Figure 4.3  Two different scenarios of representation bias.

An AI-assisted diagnostic tool is
intended for use with seniors, but
is only tested on college students.

A smart advertising company trains
their recommendation software on
Internet traffic in the United States,

then releases it unaltered in
South Africa.

Consider the two scenarios.

What problems do you think these examples of representation bias could cause?
How would you correct them?
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4.3.1  Statistical Measures
Statistical measures measure fairness by comparing the outcome predicted by the algo-
rithm to the actual outcome across a sensitive attribute. 

4.3.2  Similarity Measures
Similarity measures compare nonsensitive attributes, under the principle that a fair 
decision-making system should give the same result for two people with similar non-
sensitive attributes but different sensitive attributes.

Causal reasoning determines if a sensitive attribute has an influence on outcome. 
Typically, this is done by modeling the relationships between attributes as a set of 
equations. 

4.4  Applying Responsible AI
Controversial AI has led to a new branch of research, responsible AI, which focuses 
on the ethical investigation and application of ML in practice. Responsible AI objec-
tives focus on increasing the transparency, interpretability, explainability, and fairness 
of algorithms (Cheng et al., 2021). This chapter focuses on the fairness tenet of respon-
sible AI.

It is commonplace to find ML-implementing institutions putting in place their 
own guidelines and mission statements to address unethical practices in AI via 
responsible AI objectives (Jobin et al., 2019). While the solution techniques might dif-
fer, the main goal for responsible AI remains the same: to produce algorithms that are 
free from bias (Richardson and Gilbert, 2021). Therefore, fair AI research consists of 
a diversity of solutions that can be used to detect and/or mitigate bias (Alikhademi 
et al., 2022). A multitude of different strategies have arisen in this space, and to assist 
practitioners in implementing fair AI, tools have been produced to condense this 
research into usable interfaces. These efforts usually arise in the form of checklists or 
software toolkits. 

4.4.1  Checklists
Checklists are guides made for practitioners to ensure the inclusion of ethical prac-
tices throughout the pipeline. An example of a checklist is the one made by researchers 
at IBM to evaluate if ethics for AI is properly embedded in the system design or not 
(IBM, 2022). 

4.4.2  Software Toolkits
Software toolkits are packages that can be imported into the ML life cycle and, simi-
larly, can assist in evaluating bias and producing fair algorithms (Richardson &  
Gilbert, 2021). Nonetheless, these tools are rarely used in practice. Previous research 
suggests a disconnect between tool creation and practitioner needs (Holstein et al., 
2019; Richardson et al., 2021; Veale et al., 2018). This work aims to investigate the effec-
tiveness of three popular fairness toolkits for supervised tasks and thoroughly discuss 
the strengths and weaknesses of each.
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CONSIDER THIS:
Developers of these algorithms can also engage in an unconscious bias. This bias is 
often unintentional but produces the same effect of not considering a diversity of 
data. Picture someone who is programming an algorithm for a camera to detect a 
person. If they only consider people of one race, people without disabilities, and so 
on, then the system will not always recognize alternative data. The result will be 
people who do not match the information the model was built on being left out 
when they attempt to use the system.

4.4.3  Fairness Software Toolkits
Fairness software toolkits, as stated earlier in the chapter, are packages that can be 
imported into the ML pipeline and used to evaluate fairness programmatically. While 
fairness software toolkits assist ML practitioners in identifying and assessing their algo-
rithms according to standard fairness metrics, the literature suggests that much work is 
needed to optimize these toolkits for their intended audience. For one, not every toolkit 
can detect every kind of bias. Most importantly, however, they require thoughtful 
human operators to determine sensitive attributes, evaluate the data, and investigate 
the results of different notions of fairness. Still, developers are in the driver’s seat to 
find biases in complex data which could impact the whole process. In the following sec-
tion, we will teach you about three prominent fairness software toolkits and evaluate 
them using a rubric of design needs proposed in the literature (Richardson et al., 2021).

Much research has been done to evaluate the efficacy of the fairness software tool-
kits using interviews and focus groups (Holstein et al., 2019; Richardson et al., 2021; 
Veale et al., 2018). The results show that practitioners found misalignment between the 
technical community of practitioners and fairness experts in industry or academia. 
Practitioner responses provide a critical foundation for outlining design needs for fair-
ness experts to utilize in the creation of fairness toolkits. Major themes in responses 
suggest practitioners:

•	 Prioritize explanations and transparency of their models

•	 Need effective tools to communicate model utility and performance to 
nonexperts

•	 Are concerned with the gamification of responsible AI pursuits (Veale et al., 
2018).

Furthermore, while fairness toolkits did have significant impact on subsequent 
decisions, practitioners struggled with gaining valuable insight from fairness results 
(Richardson et al., 2021). Richardson and Gilbert (2021) identify the institutional gaps 
that prevent the effective implementation of fairness in organizations, and they provide 
suggestions for how practitioners can best implement fairness in their own projects. 

For the sake of this evaluation, we chose a representative subset of fairness toolkits. 
The toolkits used in this study include Aequitas (Saleiro et al., 2018), Fairlearn (Bird  
et al., 2020), and IBM Fairness Toolkit (AIF360) (Bellamy et al., 2018). This subset of 
toolkits was selected for the diverse set of features offered by each and their easy instal-
lation into our Python pipelines.
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4.4.4  Evaluating Fairness Toolkits
Using the rubric first proposed by Richardson et al. (2021), we walk through an approach 
of comparing these three fairness toolkits to evaluate their strengths and weaknesses in 
addressing bias and fairness. In the original work, authors separate criteria into two 
major categories: criteria for supporting fairness analysis and criteria for optimal tooling 
(Richards et al., 2021). The former category summarizes the baseline expectations of 
fairness toolkits based on fairness literature, focusing on ensuring toolkits have a 
diverse array of interventions that have been previously proposed in the literature. The 
latter category focuses on optimizing toolkits for usability and providing users with 
support in addition to the standard fairness expectations (Richardson et al., 2021).

The following list explains how it was determined if a toolkit satisfied a criterion. 
In Table 4.1, we provide the rubric criteria and how each toolkit satisfies those criteria 
to compare their ability to prevent bias and improve fairness in datasets. 

•	 Applicable to a diverse range of predictive tasks: Toolkit accepts the outcome of at 
least two types of tasks from binary classification, multiclass classification, 
regression, clustering, and ranking.

•	 Applicable to a diverse range of data types: Toolkit works with at least two types of 
data including tabular, image, and sequence data (text or time series).

This table shows which criterion is supported by which toolkits. Overall, IBM AIF360 and 
UChicago’s Aequitas supported the most and least criteria, respectively.

Criteria
UChicago’s 
Aequitas

IBM’s 
Fairness 360

Microsoft’s 
Fairlearn

Applicable to a diverse range of predictive 
tasks

✓ ✓

Applicable to a diverse range of data 
types

✓ ✓

Applicable to a diverse range of biases

Inclusive of diverse measures of fairness ✓

Can detect bias ✓

Can mitigate bias ✓

Can intervene at different stages of ML 
life cycle

✓ ✓

Model agnostic ✓ ✓

Fairness criteria agnostic ✓ ✓

Performance criteria agnostic ✓ ✓

Provides intersectional analysis ✓

Applicable to data without sensitive 
features

Table 4.1  Comparison of Aequitas, Fairlearn, and AIF360 Based on the Previous Rubrics 
Inspired from (Richardson et al., 2021)
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•	 Applicable to a diverse range of biases’ criteria: We evaluate this with respect to 
preexisting biases such as representation bias, technical bias such as data 
processing bias, and emerging bias such as belief bias, which is introduced 
by Richardson and Gilbert (2021). A toolkit satisfies these criteria if it detects 
and/or mitigates a bias from each of these categories. 

•	 Inclusive of a diverse range of fairness: We consider three categories that we 
discussed in the background section, including statistical measures, similarity 
measures, and causal reasoning–based measures. A toolkit satisfies this criterion 
if it proposes at least one solution from all of these categories. 

•	 Can detect bias: The toolkit can detect a bias from each of the preexisting 
categories outlined earlier.

•	 Can mitigate bias: The toolkit contains measures to mitigate bias from each of the 
preexisting categories outlined earlier.

•	 Can intervene at different stages of ML life cycle: The toolkit allows for the fairness 
techniques to be used during preprocessing, in-processing, or postprocessing.

•	 Model agnostic: The toolkit is not constrained to the use of a specific model type 
(classification, regression, etc.), but can apply the fairness techniques to any 
model being used.

•	 Fairness criteria agnostic: The toolkit contains functionality to allow the user to 
enter the fairness metric of their choice. These agnostic metrics can be used for 
subsequent analysis.

•	 Performance criteria agnostic: The toolkit contains functionality to allow the user 
to enter the performance metric of their choice. These agnostic metrics can be 
used for subsequent analysis.

•	 Provides intersectional analysis: The toolkit contains built-in functionality to take 
in at least two sensitive attribute columns and perform subsequent fairness 
analysis on intersectional identities.

•	 Applicable to data without sensitive attributes: The toolkit can perform some type 
of fairness analysis without being given sensitive attribute information.

4.5  Results
Let’s look at the results found using each of the toolkits. Table 4.1 represents a rubric 
created based on available features and capabilities of each toolkit. In the following 
subsections we will discuss more about each criterion and how the specific toolkit 
stands for it. 

UChicago’s Aequitas (2018) is a toolkit for auditing LM models based on a standard 
set of fairness definitions. It was developed by researchers at the University of Chicago 
to simplify the auditing process for non-ML researchers. Aequitas could be used for 
bias detection, fairness assessments, and visualizations. It can be accessed via a web 
interface or a Python package (Saleiro et al., 2018).

There are many benefits and advantages to using Aequitas. It supports a diverse 
range of ML tasks, including supervised tasks (such as classification and regression) 
and unsupervised tasks (such as clustering and time series forecasting). Furthermore, 
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as a bias and fairness auditing toolkit, Aequitas can be used to find a diverse array of 
biases in the input data and the predictions. It further assists the practitioner by pro-
viding diverse plotting and evaluation methods to analyze different bias and fairness 
metrics across single or multiple attributes. Furthermore, Aequitas is model agnostic, 
as it provides analysis given outcomes of any type of model, which is beneficial 
considering the diverse array of ML models that exists. Aequitas also provides a 
quintessential example of intersectional analysis. It provides the ability to define 
multiple sensitive attributes and provides auditing results for each subgroup. It also 
provides the user the opportunity to define a reference group to compare all other sub-
groups to. Aequitas’s major strengths reside in its user-intuitive interfaces and its inter-
sectional analysis.

There is still much to be desired when it comes to Aequitas. Aequitas is only appli-
cable to tabular data, it requires sensitive attributes to conduct analysis, and it does not 
have a user-friendly method to generate custom fairness and performance criteria. 
While it provides statistical measures for fairness, it still lacks similarity-based or causal 
reasoning measures. Furthermore, it works as an auditing toolkit and provides no 
methods for mitigating the detected bias. Lastly, Aequitas is a post-hoc toolkit and is 
only used once a model has been trained.

Fairlearn (Bird et al., 2020) is an open-source fairness toolkit created by a team of 
researchers at Microsoft. Fairlearn focuses on detecting and mitigating fairness con-
cerns in regression and classification models. Fairlearn prioritizes group fairness, aim-
ing to identify disparities that exist between outcomes for sensitive groups. It also 
includes an interactive interface where users can compare models. Fairlearn can be 
accessed via a Python package that includes assessment and detection functions, 
example datasets, and a number of tutorials (Bird et al., 2020).

Fairlearn is a great toolkit with several unique features and advantages. Unlike 
Aequitas, Fairlearn provides a number of mitigation methods to assist practitioners 
with satisfying statistical measures of fairness that can be used during preprocessing, 
in-processing, or postprocessing. Preprocessing methods aim to remove existing biases 
or correlations across samples. In-processing methods provide fairness constraints to 
assist during the creation of the model. Lastly, postprocessing methods can be used to 
process biased outcomes from the model. Fairlearn is model agnostic as long as the 
given model has a fit() and predict() functionality for building and training the model. 
However, these functionalities are only needed for in-processing methods. Fairlearn 
also has an interactive interface to assist in side-by-side comparisons of models and 
their fairness and performance outcomes. Fairlearn’s major strengths reside in this 
interface and its diverse selection of mitigation methods.

Despite these advantages, Fairlearn still has many avenues for growth. While the 
creators note the possibility of future updates, currently it is only applicable to binary 
classification and regression tasks. Furthermore, it is limited to tabular or time series 
data that contain sensitive attributes. Fairlearn does not provide many options for bias 
detection, only mitigation. Unlike Aequitas, there is no built-in functionality to handle 
multiple attributes for intersectional analysis. Lastly, there are no simple methods to 
incorporate custom fairness or performance measures into the mitigation methods, 
drastically reducing the control the practitioners have when utilizing these mitigation 
methods.

IBM’s AI Fairness 360. (AIF360) (Bellamy et al., 2018) is an open-source fairness 
toolkit produced by a team of researchers at IBM. Similar to Fairlearn (Bird et al., 2020) 
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AIF360 works to detect and mitigate biases. Uniquely, it proposes solutions across both 
group and individual fairness standards. AIF360 provides a surplus of resources where 
users can become familiar with its capabilities and shows examples of how users can 
incorporate popular toolkits from explainability, such as Local Interpretable Model-
agnostic Explanations (LIME), (Ribeiro et al., 2018) into their fairness analysis. AIF360 
can be accessed via Python or a R package (Bellamy et al., 2018).

AIF360 is one toolkit in a host of toolkits provided by IBM. While it has several 
strengths as a stand-alone system, it can be used in concert with other toolkits for 
explainability, privacy, or robustness, amplifying its usefulness. First, out of the exam-
ple toolkits, AIF360 provides the largest number of metrics for bias detection. Another 
unique aspect of AIF360 is that it provides fairness measures for both individual and 
group fairness. Furthermore, it allows for custom fairness and performance metrics. 
Also unique is that AIF360 provides analysis options for a diverse selection of data 
types. Similar to Fairlearn, AIF360 provides a number of mitigation methods that can be 
used for preprocessing, in-processing, or postprocessing. The major strengths of AIF360 
include the extensive documentation and resources to assist practitioners in utilizing 
their toolkit. 

AIF360 also has many limitations. Like Fairlearn, AIF360 is limited to supervised 
tasks, provides no inherent support for intersectional analysis, and is model agnostic to 
supervised models that contain specific function names. 

While the example toolkits each have their own strengths and weaknesses, in 
totality, they depict general trends of the landscape of fair AI toolkits. Several global 
limitations emerge when these toolkits are assessed side-by-side.

4.6  What Are the Limitations of These Toolkits?
Next, we provide an overview of what the toolkits accomplish regarding bias, and fair-
ness techniques will be highlighted. Using the criteria of the rubric presented earlier, we 
provide an explanation of the limitation that each of the toolkits faces.

4.6.1  Diverse Range of Biases
As the sources of these biases differ, the approaches to mitigate and resolve them are 
different, too. Most of the toolkits discussed in this chapter covered the biases from the 
preexisting category (Richardson et al., 2021). However, none of the toolkits consider 
the technical biases or emerging biases. There is a definite need to incorporate more 
diverse bias detection and mitigation strategies in these toolkits.

4.6.2  Diverse Measures of Fairness
Prior research has shown that one fairness definition might not work in all different 
scenarios (Alikhademi et al., 2022; Noble, 2018). The majority of the toolkits analyzed 
in this chapter covered statistical measures including demographic parity, disparate 
impact, equality of odds, and error rate. Fairness metrics based on similarity mea-
sures and causal reasoning could provide more information about the underlying 
cause of biases, which could play a huge role in detecting and resolving the biases. 
However, these two types of fairness metrics are completely missed in the toolkits 
studied here.
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4.6.3  Bias Detection
All of these toolkits compute the fairness metrics to help researchers in bias detection. 
However, none of them detect clearly which type of bias is missed. Aequitas provides a 
bias report that shows the disparities or metrics failed according to the data. However, 
this report could only be generated using the web portal and not with the application 
programming interface (API). If more explicit definitions of biases are incorporated 
into these toolkits, we can detect biases more clearly and provide detailed reports 
about the biases.

4.6.4  Bias Mitigation
Any fairness toolkit should analyze the data and model to find biases and perform 
some operations to remove them. Without proper bias mitigation, these toolkits remain 
a checklist where the burden of resolving biases is still on the researchers. Many popular 
bias mitigation techniques could be incorporated into these toolkits.

4.6.5  Intersectional Analysis
Existing biases could be attributed to multiple protected attributes at the same time. An 
intersectional analysis of protected attributes against the fairness metrics would help 
find the actual unprivileged groups, and it could help more in alleviating the biases. 
Among the toolkits we analyzed, only Aequitas lets the researcher analyze the pro-
tected attributes for specific metrics simultaneously. 

4.6.6  Applicable to Data Without Sensitive Information
Race, sex, age, and disability status are protected attributes defined by law (The National 
Archives, 2010). However, there could be cases in which data do not contain this sensi-
tive information explicitly but are still biased. For instance, a neighborhood or ZIP code 
identifier is often correlated to attributes such as socioeconomic status or race, leading 
to inherent biases. Therefore, each fairness toolkit should look at the data and detect 
biases even if they do not include the traditional sensitive information such as age, sex, 
and race.

4.7  Chapter Summary
To further explore the societal impacts of AI , this chapter analyzed some of the most 
popular fairness toolkits and highlighted their limitations. These fairness toolkits need 
to incorporate a more diverse range of bias definitions and fairness metrics to become 
applicable in real-world scenarios. Moreover, none of the tested toolkits allowed for 
easily implementable intersectional analysis across sensitive attributes, which is a nec-
essary functionality to help researchers find the root cause of the biases in the data and 
model. The majority of these toolkits need to implement a better method for analyzing 
the sensitive attributes holistically. Lastly, these toolkits need to incorporate high-level 
research in the bias mitigation techniques to address practitioners’ needs better.
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Chapter Glossary

Term Definition

Bias A tendency to favor one person over another one. Bias in machine 
learning refers to a situation where an algorithm produces results 
in favor of a specific individual or group.

Causal reasoning Determines if a sensitive attribute has an influence on outcome.

Checklists Guides made for practitioners to ensure the inclusion of ethical 
practices throughout the pipeline.

Emerging bias Biases that arise from the way the machine learning model is 
deployed.

Fairness The quality or state of being fair. Fairness in machine learning 
refers to efforts in combating bias in machine learning outcomes 
or models.

In-processing Procedures occur during the training phase of a machine learning 
solution.

Postprocessing Procedures are performed on the final results of machine 
learning.

Preprocessing Procedures are applied to raw data before passing them to 
machine learning systems.

Representation bias Occurs when the sample used for our task is not representative 
of the individuals for whom the solution was built.

Responsible AI A subfield of machine learning focused on building ethical and 
conscientious machine learning algorithms by upholding a number 
of tenets, including transparency, interpretability, explainability, 
and fairness.

Sampling bias When certain groups within a population are more likely to be 
included in a sample than others.

Similarity measures Compare nonsensitive attributes, under the principle that a fair 
decision-making system should give the same result for two 
people with similar nonsensitive attributes but different sensitive 
attributes.

Software toolkits Packages that can be imported into the machine learning 
life cycle and can assist in evaluating bias and producing fair 
algorithms. These tools are rarely used in practice.

Statistical measures Measure fairness by comparing the outcome predicted by the 
algorithm to the actual outcome across a sensitive attribute.

Supervised learning Uses labeled data to predict or classify outcomes.

Technical bias Biases that arise from technical constraints or issues related to 
how algorithms or models are designed.

Unsupervised learning A method for analyzing and discovering patterns in unlabeled 
data.
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End of Chapter Questions
	 1.	What are the three categories of fairness measures provided by Verma and Rubin?

	 2.	What are the three types of biases adopted for a “diverse range of biases” criterion 
used in the experiments?

	 3.	Which type of machine learning task is each toolkit capable of?

	 4.	 What is the difference between bias detection and bias mitigation in the context of 
the toolkits?

	 5.	 Table 4.1 gives the number of TP, TN, FP, and FN for a reference group and target 
group. Please check all the disparities are preserved for {sex:’Male’, race:’African-
American’, Age:’Greater than 45’}. Any disparity is passed if the metric for the 
group over the metric for the reference group is less than a threshold. The 
threshold is 0.5 and the reference group is {sex:’Male’, race:’Caucasian’, Age:’Less 
than 25’}.

FDR

FDR
FDR

FDR

τ τ− ≤ ≤ −

=

1      disparity black
1

(1 )  

 disparity black
 black

 reference group

	 a.	 FDR disparity

	 b.	 FPR disparity

	 c.	 FOR disparity

	 d.	 FNR disparity

	 e.	 TPR disparity

	 f.	 TNR disparity

	 6.	 List four findings from Figure 4.4 that summarize the plot. 

	 7.	 Figure 4.5 shows that all of the age groups pass the fairness threshold values when 
individuals between 25 and 45 are the reference group. List your main findings 
across these groups.

	 8.	 Results from bias mitigation with Fairlearn are shown in Figures 4.6 to 4.8. List four 
findings you can infer from the graphs.

Metric

Reference Group
{sex: ‘male’, race: ‘Caucasian’, 
age: ‘Less than 25’}

Target Group
{sex: ‘male’, race: ‘African-American’, 
age: ‘Greater than 45’}

TP 11 13

FP 4 9

FN 25 26

TN 37 71

Table 4.1  Reference and Target Group Metrics
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Figure 4.4  Intersectional analysis of FDR, FOR, FNR, and FPR across race, sex, and age.
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Figure 4.5  False discovery rate (FDR) disparity based on age, sex, and race.
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Figure 4.7  Bias mitigation effects on selection rate using age, race, or sex as the sensitive attribute.
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	 9.	 Results from bias mitigation with AIF360 are shown in Figures 4.9 to 4.11. List four 
findings you can infer from the graphs.
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Figure 4.9  Bias mitigation effects using age as a sensitive attribute.
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Figure 4.10  Bias mitigation effects using race as a sensitive attribute.
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Figure 4.11  Bias mitigation effects using sex as a sensitive attribute.

	 10.	 Think of a real-world application where you might use these fairness toolkits. What 
is the application? What are the sensitive attributes? Are there any fairness checks 
you would like to perform that are not included in these toolkits?

	 11.	 This chapter discussed datasets made from the records of individual humans. These 
datasets may contain protected attributes, like race or sex, or proxies for them, like 
neighborhoods. Now think about datasets that are made up of nonhuman data (for 
example, air pollution prediction or plant disease classification, though there are 
many more). How do you think these fairness metrics would apply to datasets like 
this? Do you think they are necessary for nonhuman data?
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CHAPTER 5
Bias Mitigation 
in Hate Speech 

Detection

Zahraa Al Sahili
Queen Mary University of London

Question: How can you mitigate bias in hate speech detection systems?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Provide an overview of machine learning–based hate speech detection systems

•	 Explore bias mitigation methods: transfer learning, multitask learning, and 
adversarial methods

•	 Implement hate speech detection systems and mitigate various biases using 
multitask learning

Chapter Overview
In this chapter, we set the context and provide basic bias mitigation methods in machine 
learning when applied to hate speech detection systems.

5.1  Introduction 
In recent years, the issue of hate speech has garnered increased attention, prompting 
the development of automated systems to detect and prevent its spread online. 
However, detecting hate speech remains a challenging task due to its subjective 
nature, which is highly dependent on societal perspectives such as a person’s identity 
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or dialect. Furthermore, hate speech detection systems, like any other natural lan-
guage processing (NLP) systems, are susceptible to biases that may harm historically 
excluded groups. To address these ethical concerns, it is essential to employ bias 
mitigation methods before deploying these models. In this chapter, we will examine 
different approaches to bias mitigation in hate speech detection systems, highlight-
ing the importance of ethical considerations in the development and implementation 
of these technologies.

In the realm of hate speech detection, ensuring unbiased and fair outcomes is of 
utmost importance. Machine learning models play a crucial role in analyzing and iden-
tifying harmful content at scale, but they are not immune to biases that can undermine 
their effectiveness. As practitioners, it is our responsibility to address these biases head-
on and implement strategies that mitigate their impact.

One prevalent approach to combating bias in hate speech detection systems is 
transfer learning. By leveraging preexisting models trained on vast amounts of general 
language data, we can initialize our models with rich linguistic knowledge. However, 
it is vital to consider the potential transfer of biases present in the training data. A thor-
ough understanding of the biases encoded in the source model and careful fine-tuning 
can help us adapt the model to detect hate speech while minimizing the amplification 
of existing biases.

Multitask learning is another valuable technique for bias mitigation. By simultane-
ously training models on multiple related tasks, such as sentiment analysis or topic clas-
sification, we can encourage the model to learn more generalized representations of 
language. This broader perspective can help counteract specific biases inherent in hate 
speech detection, making the model more robust and less susceptible to biased judgments.

Adversarial methods provide yet another avenue for addressing bias. These 
techniques involve training two competing models—a classifier and an adversarial 
discriminator—to continuously challenge and improve each other. The classifier 
strives to accurately detect hate speech, while the adversarial discriminator attempts 
to identify and exploit any underlying biases in the classifier’s decisions. This iterative 
process helps uncover and neutralize biases, leading to fairer and more balanced hate 
speech detection systems.

In this chapter, we will explore these bias mitigation methods—transfer learning, 
multitask learning, and adversarial methods—in depth. We will examine the theoretical 
foundations of each approach and provide practical guidance on their implementation. 
Through a combination of hands-on exercises, case studies, and real-world examples, 
we will equip you with the knowledge and skills to effectively mitigate biases in hate 
speech detection systems.

By employing these methods, we can move closer to creating hate speech detection 
systems that are not only accurate but also fair, respectful, and reflective of the diverse 
perspectives found in society. Bias mitigation is an ongoing endeavor that demands 
continuous learning and adaptation, and this chapter will empower you to take mean-
ingful steps toward building more inclusive and less biased machine learning models 
for hate speech detection.

5.2  Background
Hate speech detection systems in machine learning are designed to identify and miti-
gate offensive, discriminatory, or harmful content in digital communication. These sys-
tems leverage advanced NLP techniques, such as deep learning models, to analyze text 
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and classify it as hate speech or nonhate speech. By training on large datasets contain-
ing labeled examples, these systems learn to recognize patterns and linguistic cues 
indicative of hate speech. Key challenges include addressing the dynamic nature of 
language, handling the subtleties of context, and ensuring that the system remains 
unbiased across diverse demographics. Hate speech detection systems play a crucial 
role in promoting online safety, fostering inclusivity, and maintaining respectful digital 
spaces. As artificial intelligence (AI) and NLP technologies evolve, the continuous 
improvement of these systems becomes essential to combatting the proliferation of hate 
speech in our interconnected world.

Now we will define concepts related to machine learning and hate speech detection 
methods that are essential for bias mitigation understanding.

Transfer learning is a vital technique in hate speech detection systems, involving the 
utilization of pretrained models as a foundation for solving new hate speech detection 
tasks. Instead of starting from scratch, transfer learning employs a pretrained model 
and fine-tunes it for the specific hate speech detection task. This approach is particu-
larly advantageous when dealing with limited hate speech data, enabling faster and 
more accurate learning.

Multitask learning is a crucial strategy for hate speech detection systems, enabling 
a single model to simultaneously learn multiple interconnected hate speech detection 
tasks. This technique is valuable when there are interdependencies between hate speech 
detection tasks or when individual task data are scarce. By leveraging shared knowl-
edge across these tasks, multitask learning significantly enhances the accuracy of 
detecting hate speech while improving overall model efficiency.

Generative adversarial networks (GANs) are a neural network architecture 
employed in hate speech detection systems to generate synthetic hate speech data 
resembling the training data. GANs consist of two key components, a generator and a 
discriminator, trained in a game-theoretic framework. The generator aims to create hate 
speech data that can deceive the discriminator, which, in turn, strives to distinguish 
between real and fake hate speech data. Through this adversarial training, GANs 
become adept at generating new hate speech data that closely resemble the original 
training data, facilitating more comprehensive detection.

Recurrent neural networks (RNNs) serve as a foundational neural network archi-
tecture for processing sequential hate speech data. RNNs incorporate loops in their 
structure to maintain information continuity over time, making them highly suitable 
for hate speech detection in contexts like NLP, speech recognition, and time series pre-
diction.

Long short-term memory (LSTM) networks, a specific type of RNN, play a crucial 
role in hate speech detection systems by addressing the vanishing gradient problem 
commonly encountered during the training of deep neural networks. LSTMs employ 
memory cells and gates to selectively retain or forget information over time, enabling 
more effective processing of lengthy sequences of hate speech data compared to tradi-
tional RNNs.

In addition to the advantages of these concepts in hate speech detection systems, 
they are also essential in mitigating bias, which we will discuss in the next sections.

5.2.1  Case Study of Hate Speech Detection
Now let’s walk through a simplified tutorial-style case study on detecting and remov-
ing hate speech using a fictional dataset. Please note that this is a simplified example for 
educational purposes; real-world systems may have more complexity and use advanced 
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techniques. Our steps will include data preprocessing, model training, and hate speech 
detection. Use the Python source code attached with the book chapter while following 
up with the case study.

Step 1: Dataset Preparation
Let’s create a small fictional dataset with text samples labeled “hate speech” or “not 
hate speech” (see Figure 5.1). We’ll use a simple comma-separated value (CSV) format 
with a “text” column and a “label” column.

We’ll preprocess the text data to convert it into a numerical format that can be fed 
into a machine learning model. We’ll tokenize the text; remove stop words; and convert 
it to lowercase, using Python, pandas, and sklearn.

Now load the dataset, split data into features (X) and labels (y), then split the data 
into training and testing sets, and finally tokenize and vectorize the text data.

Step 2: Model Training
We’ll use a simple classifier, such as a logistic regression, for hate speech detection. 
We’ll train the model on the preprocessed training data. Train a logistic regression 
model, make predictions on the test set, and then evaluate the model.

Step 3: Hate Speech Detection
Now, use the trained model to detect hate speech in new text samples. If hate speech is 
detected, we’ll remove the corresponding content. Preprocess the input text and then 
predict using the trained model.

Example usage: 

detect_and_remove_hate_speech(“You’re amazing, keep it up!”) # Not hate 
speech 

detect_and_remove_hate_speech(“I hate your views!”) # Hate speech 
(removed)

In this fictional example, we created a small dataset, preprocessed the data, trained 
a simple logistic regression model, and demonstrated how to detect and remove hate 
speech using the trained model. In a real-world scenario, a more sophisticated model, 
larger dataset, and robust text processing pipeline would be used to handle hate speech 
detection at scale. Additionally, the process of removal would likely involve modera-
tion or filtering mechanisms depending on the platform or context.

5.2.2  Section Summary
In this section, we provided an overview of some basic concepts in hate speech detec-
tion systems and implemented a naïve hate speech detection system based on logistic 
regression.

Figure 5.1  Hate speech dataset.
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5.3  Bias in Hate Speech Detection Systems
As part of NLP systems, hate speech detection models are vulnerable to many types of 
biases. Such systems face plenty of challenges due to atypical changes in spelling and 
grammar, the absence of a uniform definition of hate speech, and the presence of unin-
tended identity biases (Mozafari et al., 2020). For example, consider the offensive tweet 
“No for refugees” that will be flagged as hate speech and reported, as our machine 
learning systems are trained to report any tweet expressing hate speech, including the 
hate of refugees. However, the model can tend to classify any tweet containing a refu-
gee identity like “Syrian” as hate speech, so it will be reporting a neutral tweet like 
“I am a Syrian refugee” as offensive. This is mainly because the keywords “refugee” 
and “Syrian” are repeated in hate speech tweets, causing the hate speech systems to flag 
tweets containing these keywords even if they are not hate speech. To address such 
issues, various bias mitigation techniques have been developed, including fine-tuning, 
multitask learning, and adversarial training, which aim to mitigate the impact of single 
or multiple biases in hate speech detection models. In the next three sections we will 
discuss in detail the popular bias mitigation methods in hate speech detection systems.

5.4 � Bias Mitigation in Hate Speech Detection  
Using Transfer Learning

In the realm of hate speech detection, transfer learning has emerged as a crucial tech-
nique to leverage the knowledge captured by pretrained models while addressing the 
challenges posed by bias. Transfer learning enables hate speech detection systems to 
benefit from models trained on vast amounts of data, even if that data don’t precisely 
match the target domain. This section explores the application of transfer learning to 
mitigate bias in hate speech detection.

•	 Leveraging pretrained models: Transfer learning involves utilizing pretrained 
models, such as those trained on large-scale language tasks, as a foundation for 
hate speech detection. By leveraging the knowledge captured by these models, 
we can bootstrap the hate speech detection process, especially when the 
available hate speech data are limited.

•	 Fine-tuning for bias reduction: Fine-tuning, a key aspect of transfer learning, 
allows us to adapt pretrained models to the specific hate speech detection task. In 
this context, fine-tuning includes strategies to reduce bias by carefully considering 
the distribution of labels and the potential sources of bias in the data. Techniques 
such as reweighting or resampling can be employed to mitigate biases.

After the successes of transfer learning in improving performance for models with 
scare data, transfer learning was expanded to mitigate bias in hate speech systems. The 
idea is simple: we fine-tune the neural network that has biased data on pretrained 
models that were trained on debiased data (see Figure 5.2). However, this approach is 
restricted to debiased pretrained model availability, mostly in popular languages like 
English. In addition, the bias types mitigated are the types only debiased in the pre-
trained models.

For example, Jin et al. used transfer learning for bias mitigation in hate speech 
classification using downstream fine-tuning (Jin et al., 2020). The debiased upstream 
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models are less biased upon transfer to downstream models when used on new tasks 
that share similarity with the upstream model’s task but in a new domain. Another 
transfer learning approach was proposed by Li to deal with bias in the case of class 
imbalance (Li, 2021). The method is based on the adversarial discriminative domain 
adaptation (ADDA), where first a classifier is trained on the source data and then the 
feature extractor is learned for the target domain by acting like a generator that is try-
ing to fool a discriminator. 

5.4.1  Case Study of Transfer Learning
Addressing bias in hate speech detection using transfer learning involves leveraging 
pretrained models and fine-tuning them to reduce bias. In this example, we’ll use a 
fictional dataset and demonstrate how to fine-tune a pretrained model to detect hate 
speech while mitigating bias. Use the Python source code attached with the book chap-
ter while following up with the case study.

Step 1: Dataset Preparation
Let’s create a fictional dataset that includes text samples labeled as “hate speech” or “not 
hate speech,” along with demographic attributes that might indicate bias (Figure 5.3).

Step 2: Data Preprocessing
We’ll preprocess the text data and encode the demographic attributes to numerical for-
mat for fine-tuning using Python and the packages pandas, sklearn, pytorch, and trans-
formers.

Now load the dataset, encode the demographic attributes, split the data into train-
ing and testing sets, and finally tokenize the text data.

R
ep
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nt
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n

Downstream
Model

Debiased Data Debiased Model Task

Biased Data TaskDebiased Model

Figure 5.2  Transfer learning.

Figure 5.3  Dataset preparation.
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Step 3: Model Fine-Tuning
We’ll use a pretrained bidirectional encoder representations from transformers (BERT) 
model for fine-tuning, and we’ll take into account the demographic attributes to reduce 
potential bias.

Step 4: Bias Mitigation
To mitigate bias, we can analyze the model’s performance across different demographic 
groups and take corrective measures if necessary. We can also implement fairness-
aware training techniques and postprocessing methods to ensure fair and unbiased 
hate speech detection.

In this fictional example, we demonstrated how to fine-tune a pretrained BERT 
model for hate speech detection while considering demographic attributes to reduce 
bias. In practice, a more comprehensive analysis of bias and fairness would be neces-
sary, and a real-world system would involve a larger, more diverse dataset and more 
sophisticated techniques to address bias effectively.

5.4.2  Section Summary
In this section, we discussed the transfer learning method for reducing bias in hate 
speech detection.

5.5 � Bias Mitigation in Hate Speech Detection  
Using Transfer Learning

Multitask learning, where a single model learns multiple related tasks simultaneously, 
offers a powerful paradigm to enhance fairness in hate speech detection. By jointly 
considering the detection of hate speech and demographic attributes, we can develop 
models that are more sensitive to potential sources of bias.

•	 Simultaneous hate speech detection and demographic prediction: In multitask 
learning, hate speech detection is coupled with the prediction of demographic 
attributes such as gender, age, or ethnicity. This approach allows the model to 
recognize correlations between demographic features and hate speech, thus 
providing insights into potential bias.

•	 Shared knowledge: Multitask learning enables the model to leverage shared 
knowledge across tasks. When demographic prediction is one of the tasks, the 
model can use this information to enhance its understanding of the data and 
make more informed predictions about hate speech, while being aware of 
potential biases associated with the demographic attributes.

•	 Bias-aware training: Multitask learning encourages the model to be sensitive to 
bias by incorporating demographic attributes into the learning process. 
Techniques like adversarial training can be applied to explicitly minimize the 
effect of bias in the model’s predictions, leading to a more fair and unbiased 
hate speech detection system.

Another efficient method to mitigate bias in hate speech is multitask learning. 
Adding another auxiliary task while training the hate detection system, like identity 
detection, results in bias mitigation for various identities. This approach can be applied 
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for any language, any bias type, and more than one bias type through adding more 
than one auxiliary task. However, it is limited to the availability of identity labels for 
the data available. The mitigation process is illustrated in Figure 5.4, where after pre-
processing hate speech sentences, we select a deep learning framework that has two 
outputs, toxicity detection and identity detection, where identity can be of any type: 
gender, religion, racial, and so on. During training, multitask learning is applied where 
part of the models’ weights are shared between the tasks yielding bias mitigation.

For example, to mitigate unintended identity bias, including gender, religion, race, 
and mental health status, the state of the art of Vaidya et al. applied an attention-based 
multitask learning approach, where the identity classification task is accompanied by 
the toxicity detection task (Vaidya et al., 2019). Attention is added to identity classifica-
tion for decreasing identity bias (Vaidya et al., 2019). On average, the model was able 
to predict 10% less toxicity for nontoxic comments in the studied underrepresented 
identities (Vaidya et al., 2019). Multitask learning was also applied by Faal et al. using 
domain adaptation multitask learning to mitigate identity bias in toxic language detec-
tion (Faal et al., 2021). Pretraining on the BERT model was followed by an anti-curriculum 
multitask learning framework (Faal et al., 2021). First, identity detection tasks includ-
ing religion, gender, race, and disability are trained, and then after two epochs, the 
toxicity detection task is progressed (Faal et al., 2021). This resulted in a better area 
under the curve (AUC) score for the four identities compared to the fine-tuned model 
(Faal et al., 2021). The adaptive-BERT multitask model achieved AUC accuracies of 
0.959, 0.958, 0.948, 0.952, and 0.954 for gender, religion, race, sexual orientation, and 
disability, respectively, compared to 0.94, 0.946, 0.933, 0.926, and 0.944 AUC scores for 
the same identities in the BERT fine-tuned baseline model (Faal et al., 2021). Thus, the 
proposed approach efficiently mitigated unintended bias for the desired minorities 
(Faal et al., 2021).

5.5.1  Case Study on Multitask Learning
To reduce bias in hate speech detection using multitask learning, we’ll leverage the 
demographic attributes as auxiliary tasks to help the model learn to detect hate speech 
while considering potential bias. We’ll use a shared model architecture that handles both 
hate speech detection and the prediction of demographic attributes simultaneously. 
Let’s walk through the steps. Use the Python source code attached with the book chapter 
while following up with the case study.
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Figure 5.4  Multitask learning.
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Step 1: Dataset Preparation
We’ll use the same fictional dataset with text samples, labels, gender, and age as before.

Step 2: Data Preprocessing
We’ll preprocess the text data and encode the demographic attributes for multitask 
learning. Load the dataset, split the data into features (text and demographics) and 
labels, encode the demographic attributes, and then split the data into training and test-
ing sets.

Step 3: Model Architecture for Multitask Learning
We’ll define a shared model architecture that handles both hate speech detection and 
demographic attribute prediction. Define the shared model for multitask learning, then 
load the pretrained BERT model for sequence classification, and then define the opti-
mizer. After that create a DataLoader for the training data, go through a multitask fine-
tuning loop, and finally valuate the multitask model.

In this example, we demonstrated how to use a shared model architecture for mul-
titask learning, where the model simultaneously predicts hate speech labels and demo-
graphic attributes. The shared architecture allows the model to consider demographic 
attributes as auxiliary tasks, potentially helping to reduce bias in hate speech detection. 
In practice, comprehensive bias analysis and fairness-aware techniques would be essen-
tial to ensure effective bias reduction.

5.5.2  Section Summary
In this section we investigated multitask learning as a bias mitigation technique.

5.6 � Adversarial Methods for Bias Reduction  
in Hate Speech Detection

Adversarial methods offer a unique approach to bias reduction by explicitly addressing 
sources of bias through a game-theoretic framework. By introducing an adversarial 
component, we can encourage the model to reduce bias in its predictions, leading to 
more equitable hate speech detection systems.

•	 Adversarial components: Adversarial methods introduce an adversarial 
network that attempts to counteract biases present in the model’s predictions 
based on demographic attributes. This adversarial component plays a critical 
role in minimizing the effects of bias while optimizing the main task of hate 
speech detection.

•	 Minimizing bias through adversarial training: Adversarial training encourages 
the model to make predictions that are robust against biases. The adversarial 
component learns to balance the impact of demographic attributes, ensuring 
that the model’s decisions are fair and unbiased across different demographic 
groups.

•	 Fairness-aware evaluation: Adversarial methods promote fairness-aware 
evaluation, allowing us to assess the model’s performance across demographic 
attributes. We can measure the model’s bias reduction effectiveness, ensuring 
that the hate speech detection system remains unbiased and equitable, 
regardless of the underlying demographic characteristics.
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For example, Madras et al. proposed a fair-generating representation algorithm 
using adversarial learning (Madras et al., 2018). The approach aimed to minimize the 
expectedness of maintained features from the input data while optimizing the classifier 
by increasing its classification accuracy. Another adversarial method to maximize the 
predictor’s ability in outputting correct predictions is proposed by Zhang et al. using 
two tasks: analogy completion and classification. It achieved higher accuracy in the 
word embedding task (Zhang et al., 2018). In addition, adversarial model methods 
effectively reduced the racial bias on the FDCL18 and Brod16 datasets while perform-
ing poorly on the DWMW17 dataset (Xia et al., 2020). Failing to mitigate bias in the 
DWMW17 dataset was caused by an extreme imbalance in the tweet’s labels, as 97% of 
the AEE dialects were labeled as toxic tweets (Xia et al., 2020). The adversarial proposed 
approach can readily be applied to other bias types such as gender and religious biases 
(Xia et al., 2020). However, adversarial methods are inefficient in detecting bias and 
predicting toxicity in an imbalanced dataset. Moreover, Morzhov et al. aimed to build 
two models that can reduce the unintended bias and detect toxicity attributes effec-
tively (Morzhov, 2020). The first model (bi-GRU-LSTM) is based on a combination of 
gated recurrent units (GRUs) and LSTM models (Morzhov, 2020). The second model 
was approximately similar to the first one but with an attention mechanism where dif-
ferent words will be assigned different weights based on their toxicity. It used the BERT 
method to get word embeddings, and the models were built after two stages of data 
preprocessing techniques (Morzhov, 2020). The methods showed a drop in toxicity 
score in comparison with the old perspective application programming interface (API) 
model when tested on complex sentences.

5.6.1  Case Study on Adversarial Training
Adversarial training is a powerful approach for improving the robustness and fairness 
of machine learning models, especially in the context of bias reduction. In this example, 
we’ll use adversarial training to reduce bias in hate speech detection while considering 
demographic attributes as potential sources of bias. We’ll create an adversarial network 
to counteract potential biases in the model’s predictions based on the demographic 
attributes. Let’s walk through the steps. Use the Python source code attached with the 
book chapter while following up with the case study.

Step 1: Dataset Preparation
We’ll use the same fictional dataset with text samples, labels, gender, and age as before.

Step 2: Data Preprocessing
We’ll preprocess the text data and encode the demographic attributes for adversarial 
training, Load the dataset, split the data into features (text and demographics) and 
labels, and then encode the demographic attributes, while splitting the data into train-
ing and testing sets.

Step 3: Model Architecture with Adversarial Component
We’ll define a model architecture that includes an adversarial component aiming to 
mitigate bias based on the demographic attributes. Define the model with an adver-
sarial component, forward-pass through the BERT model, then forward-pass through 
the demographic predictor, then forward-pass through the adversarial component, and 
finally define the optimizer.
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Step 4: Adversarial Training
We’ll train the model using an adversarial loss that encourages the adversarial compo-
nent to be uncertain about the demographic attributes while accurately predicting hate 
speech labels. First go through the adversarial training loop and then evaluate the 
adversarial model.

In this example, we demonstrated how to use an adversarial component to mitigate 
bias in a hate speech detection model while considering demographic attributes as 
potential sources of bias. The adversarial training encourages the model to make unbi-
ased predictions based on the demographic attributes. In practice, more advanced fair-
ness-aware techniques and extensive evaluation of bias reduction would be necessary 
for a comprehensive solution.

5.6.2  Section Summary
This section focuses on bias reduction through adversarial training.

5.7  Benefits and Pitfalls
Addressing bias in hate speech detection is crucial for developing equitable and effec-
tive systems. Different techniques, such as transfer learning, multitask learning, and 
adversarial methods, offer unique approaches to mitigate bias. Each approach has 
made notable advancements but also faces specific pitfalls that must be considered.

5.7.1  Transfer Learning

Advancements
•	 Robust pretrained models: Recent pretrained models (e.g., BERT) capture 

nuanced language patterns, aiding in the identification of subtle forms of hate 
speech while mitigating bias across diverse language styles.

•	 Domain adaptation techniques: Advances in domain adaptation methods 
enable models to adapt to different data distributions, which is valuable for 
addressing bias arising from varying demographics or platforms.

Pitfalls
•	 Data bias: Transfer learning heavily relies on the quality of pretraining data. 

Biases in the pretraining data may propagate to fine-tuned models, making 
addressing data biases a significant challenge.

•	 Bias amplification: Fine-tuning on a limited hate speech dataset may 
unintentionally amplify biases present in that data, emphasizing the need for 
diverse fine-tuning datasets.

5.7.2  Multitask Learning

Advancements
•	 Enhanced bias understanding: Multitask learning offers insights into the 

relationship between demographic attributes and hate speech, helping guide 
bias reduction strategies.
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•	 Fairness-aware objectives: Advanced fairness-aware objectives can be 
integrated into multitask learning, promoting balanced predictions across 
demographic groups.

Pitfalls
•	 Demographic noise: Noisy or inaccurate labels in demographic attributes can 

negatively impact model performance, leading to biased predictions and 
requiring careful data preprocessing.

•	 Model complexity: Balancing the objectives of hate speech detection and 
demographic prediction requires fine-tuning to prevent overfitting or 
suboptimal performance.

5.7.3  Adversarial Methods

Advancements
•	 Explicit bias mitigation: Adversarial components explicitly target bias 

reduction, introducing a separate network to counteract the effects of 
demographic attributes on predictions.

•	 Fairness evaluation metrics: Adversarial methods encourage the development 
of novel fairness evaluation metrics, providing a clearer understanding of bias 
reduction effectiveness.

Pitfalls
•	 Adversarial training complexity: Adversarial training can be challenging to 

optimize and may require careful hyperparameter tuning to prevent the 
adversarial component from dominating the training process.

•	 Adversarial attacks: Ensuring the adversarial component’s robustness against 
adversarial attacks is essential to maintaining bias reduction effectiveness.

Each technique offers valuable tools for bias mitigation in hate speech detection, but 
careful consideration of their specific advances and pitfalls is essential. Incorporating 
these techniques and addressing their challenges can lead to more fair, more robust, 
and less biased hate speech detection systems in today’s diverse digital landscape.

5.7.4  Section Summary
In this section we compared common bias mitigation algorithms in hate speech detec-
tion systems.

5.8  Other Methods
Other methods exist to mitigate bias in hate speech detection systems. Zhao et al. (2018) 
found that three systems trained on the same dataset where females are less repre-
sented are subject to gender bias. Thus, bias source is the gender imbalance in the data-
sets and word embeddings (Zhao et al., 2018). To address this, two strategies were 
introduced: gender-swapping to obtain a gender-balanced dataset and replacing word 
embeddings with debiased vectors (Zhao et al., 2018). 

On the other side, Sap et al. investigated racial bias by finding correlations 
between offensive labeling and the dialect of African American English (AAE) in 
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famous datasets annotated with toxic language (Sap et al., 2019). In both datasets, a 
strong Pearson correlation (r) was shown between AAE dialect and different catego-
ries of hate speech (r = 0.24 in “offensive” label and r = 0.35 in “abusive” label), which 
are proof of bias due to the dialect in such datasets (Sap et al., 2019). To mitigate anno-
tator bias in terms of both dialect and race priming, stress on the tweet dialect was 
used in the annotation of data (Sap et al., 2019).

In addition, Park et al. studied the efficiency of three methods to reduce the gender 
bias: debiasing word embeddings, gender swap data augmentation, and fine-tuning 
with a larger corpus (Park et al., 2018). Applied separately, debiasing word embedding 
was the least effective method, while gender swap data augmentation was the most 
effective (Park et al., 2018). The optimum technique was using the mitigation approaches 
together, where gender bias was decreased between 90% and 98% when applied on 
multiple datasets (Park et al., 2018).

5.8.1  Section Summary
This section mentions briefly bias mitigation approaches other than transfer learning, 
multitask learning, and adversarial training.

5.9  Hands-on Exercise
Now we go through a hands-on exercise using bias mitigation in a hate speech detec-
tion system using multitask learning. Follow along with the hands-on exercise in the 
Jupyter notebook that accompanies the book.

5.9.1  Model
The model is composed of an embedding layer, one single-layer bi-LSTM encoder, a 
single LSTM shared layer, and a specific LSTM layer for each task followed by a specific 
fully connected output layer (Figure 5.5).

5.9.2  Dataset
For this exercise we will select the multilingual and multi-aspect (MLMA) dataset. The 
original dataset has five annotation aspects describing (1) the directness, (2) the hostil-
ity type, (3) the target attribute, (4) the target group, and (5) the sentiment of the annota-
tor. Each of the labeled classes can be used as a classification task. These different labels 
were designed by Ousidhoum et al. (2019) to facilitate the study of correlation between 
explicitness of the tweet, the type of hostility it conveys, its target attribute, the group it 
dehumanizes, how different people react to it, and the performance of multitask learn-
ing on the five tasks for three different languages: Arabic, English, and French. For the 
hands-on part, we will work on the English part of the dataset.

We will use Python and popular frameworks such as pandas, matplotlib, sklearn, 
TensorFlow, keras, and NLTK.

5.9.3  Data Preprocessing
	 1.	 First, we preprocessed the sentences in our dataset. The preprocessing 

procedure consists of anonymization of the tweets by removing @user and  
@url if applicable.

	 2.	 Remove the stop words.
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Figure 5.5  Multitask learning LSTM-based model.

	 3.	 Remove all punctuation and nonalphabetical characters, such as emojis.

	 4.	 Remove English characters and numbers.

	 5.	 Normalize the words by removing diacritics and letters that stand for pronouns.

5.9.4  Hate Speech Classification
Now, we will perform hate speech classification while comparing a classical machine 
learning algorithm (random forests) with a deep learning algorithm (LSTM).

Random Forests for Hate Speech Detection
Run a random forest algorithm with time frequency–inverse document frequency 
(TF-IDF) features. This process is made for feature selection and extraction. The random 
forest algorithm in addition to TF-IDF is used to evaluate the importance of a word or 
a phrase in the document. It assigns weights to the words that might be most important. 
Report the hate speech classification performance using accuracy, recall, and F1 score 
metrics.
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LSTMs for Hate Speech Detection
Now we will perform hate speech classification using LSTM, with the following archi-
tecture and hyperparameters:

•	 Architecture: Bi-LSTM layer, followed by two LSTM layers for hate speech 
detection.

•	 Set the hidden state dimensions to 50.

•	 A dropout of 50% is introduced between LSTM layers. 

•	 The batch size is chosen as 64 and the number of epochs as 25. 

Note that all of these are tunable parameters, and it is recommended to explore how 
modifying them will affect the model performance.

Bias Mitigation Using Multitask Learning
Now we will modify the LSTM model to mitigate bias using multitask learning 
(Figure 5).

•	 Implement a second model by adding another auxiliary task for identity 
detection.

•	 Share the bi-LSTM and the first LSTM layers for both tasks (identity detection 
and hate speech detection). 

5.9.5  Evaluation
Now evaluate the three models: random forest, LSTM, and multitask learning LSTM-
based models through:

•	 Hate speech detection using accuracy and F1 score

•	 Bias mitigation using AUC score

5.9.6  Bias Visualization
As a final step, we will visualize bias in the three models using the eli5 explainable tool.

5.10  Chapter Summary
Mitigating bias in hate speech detection systems is crucial for ensuring fairness and 
inclusivity. With techniques such as transfer learning, multitask learning, and adver-
sarial methods, we can address biases and improve the fairness of these systems.

Transfer learning allows us to leverage existing models while being mindful of 
potential biases. Fine-tuning and analyzing the source model help prevent the amplifica-
tion of biases in hate speech detection. Moreover, multitask learning broadens the per-
spective of models, reducing the impact of specific biases and improving overall fairness. 
On the other side, adversarial methods help uncover and neutralize biases through iter-
ative training and competition between classifiers and adversarial discriminators. 

It is important to note that bias mitigation is an ongoing process that requires con-
stant vigilance and adaptation. Bias can manifest in different ways and evolve over time, 
necessitating continuous monitoring and refinement of hate speech detection systems. 
Incorporating user feedback, conducting regular audits, and refining the training data 
and methodologies are essential steps in maintaining fairness and inclusivity.
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As practitioners, we have a responsibility to ensure that hate speech detection sys-
tems do not perpetuate or amplify biases, but instead serve as tools for fostering inclu-
sivity, understanding, and respectful online environments. By applying the techniques 
discussed in this chapter and staying informed about the latest advancements in bias 
mitigation, we can contribute to the development of more robust and fair machine 
learning models.

In conclusion, the journey toward mitigating bias in hate speech detection systems 
is a complex and multifaceted one. It requires a combination of technical expertise, 
ethical considerations, and a deep understanding of societal dynamics. By integrating 
bias mitigation strategies into our workflows, we can work toward building a more 
inclusive and equitable digital landscape where hate speech is effectively identified and 
addressed, while respecting the diverse voices and perspectives that make up our 
global community.

Chapter Glossary

Term Definition

Adversarial training A technique in machine learning that involves training a model 
on both real and purposely crafted misleading inputs, enhancing 
its robustness and ability to generalize by learning to identify and 
resist adversarial attacks.

Fine-tuning The process of slightly adjusting or refining the parameters of an 
already trained model to improve its performance or adapt it to a 
specific task.

Generative adversarial 
networks

A class of artificial intelligence algorithms used in unsupervised 
machine learning, implemented by a system of two neural 
networks contesting with each other in a zero-sum game 
framework.

Hate speech Speech that may be abusive or prejudiced based upon ethnicity, 
race, gender, religion, sexual orientation, or other protected classes.

Identity bias Prejudice against a person or group of people based upon their 
identity that may be or appear to be unfair.

Long short-term 
memory (LSTM) 
network

A type of recurrent neural network (RNN) architecture used in 
deep learning, designed to recognize patterns in sequences 
of data, such as text and time series, by retaining long-term 
dependencies.

Multitask learning A branch of machine learning where a single model is trained 
simultaneously on multiple related tasks, improving performance 
by leveraging commonalities and differences across the tasks.

Recurrent neural 
networks

A class of artificial neural networks where connections between 
nodes form a directed graph along a temporal sequence, enabling 
it to exhibit temporal dynamic behavior and process sequences of 
inputs.

Transfer learning A technique in machine learning where a model developed for 
a specific task is reused as the starting point for a model on a 
different but related task.
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End of Chapter Problems and Questions
	 1.	 True or False: Transfer learning can help mitigate bias in hate speech detection 

systems. 

	 2.	 True or False: Bias mitigation is a one-time process and does not require 
continuous monitoring and refinement. 

	 3.	 Which method is not capable of bias mitigation in hate speech detection 
models? 

a)	 Transfer learning

b)	 Multitask learning 

c)	 Adversarial method

d)	None of the above

	 4.	 Adversarial methods involve training two competing models: the classifier and 
the _______.

a)	 Analyzer 

b)	 Discriminator 

c)	 Validator

d)	Observer 
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	 5.	 What is one potential challenge when using transfer learning in hate speech 
detection? 

a)	 Biases present in the training data may be transferred. 

b)	 Transfer learning has no impact on bias mitigation. 

c)	 Transfer learning leads to overfitting of the hate speech detection model. 

d)	Transfer learning cannot be applied to hate speech detection systems. 

	 6.	 True or False: Bias mitigation is only concerned with reducing biases in training 
data and does not affect model performance. 

	 7.	 True or False: Multitask learning can help reduce the impact of specific biases 
in hate speech detection systems. 

	 8.	 Adversarial methods in bias mitigation involve an iterative process of _______ 
between the classifier and the adversarial discriminator. 

a)	 Cooperation

b)	 Competition 

c)	 Collaboration

d)	Confirmation 

	 9.	 Which method is capable of mitigating several bias types in parallel?

a)	 Transfer learning 

b)	 Multitask learning

c)	 Adversarial methods 

d)	None of the above 

Problems
	1.	 Explore bias metrics in natural language processing.

	2.	 Expand the hands-on exercise to use transformers.

	3.	 Expand the hands-on exercise to use the French or Arabic parts of the dataset.

	4.	 Investigate multilingual bias mitigation on the three languages together.

	5.	 Prepare a research paper on prompting methods to mitigate bias.
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CHAPTER 6
Unveiling Unintended 

Systematic Biases 
in Natural Language 

Processing

Olga Scrivner
Rose-Hulman Institute of Technology, Indiana University, Scrivner Solutions, Inc.

Question: How do systemic biases emerge in natural language processing, what societal impacts 
do they create, and how can we address these biases?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Concisely define the following key terms: natural language processing, 
representational harm, allocative harm, implicit biases, and NLP pipeline

•	 Understand why computer algorithms are biased 

•	 Identify the origin of biases in the NLP workflow

•	 Compare various social impacts from biases generated by the NLP applications

•	 Evaluate real-world examples and their consequences

•	 Become familiar with nuances of bias taxonomy

•	 Implement mitigation strategies for reducing biases
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Chapter Overview
In this chapter, we present the idea of systematic biases in natural language processing 
(NLP) and how NLP applications could unintentionally lead to unfair societal conse-
quences. We explain the reasons why we trust artificial intelligence (AI) and how our 
human biases creep into computer algorithms. We outline the bias taxonomy to increase 
awareness about the subtleties of our language usage and show several methods to 
detect and mitigate NLP biases.

6.1  Introduction
The field of NLP, a subfield of AI, has undergone a significant transformation, evolving 
from handwritten rule models to deep learning models. The recent releases of genera-
tive models (ChatGPT and GPT-4 by OpenAI, Bing by Microsoft, Bard by Google, 
Claude by Anthropic, Tongyi Qianwen by Alibaba, and open-source HuggingFace 
models) have further revolutionized the field and are already transforming entire 
industries, including media, art, technology, and education. As the NLP applications 
become more prevalent, along with the benefits (e.g., improved accessibility and effi-
ciency), they have yielded the following risks: (1) producing harmful content, (2) ampli-
fying societal stereotypes and biases, (3) generating misinformation, (4) contributing to 
discrimination and unfairness through biased solutions, and (5) potentially posing 
mental and health risks.

6.1.1  “Pause Giant AI Experiment”
The growing accessibility and enhanced performance of AI technologies such as voice 
assistants and conversational agents have created a deeper reliance on “black-box” 
solutions, even in patient care, court rulings, and data security (Liang et al., 2021). Here 
are a few reported cases: a judge in Colombia made legal inquiries using ChatGPT 
regarding the cost of insurance liabilities for medical treatment; Samsung engineers 
used ChatGPT to help optimize code and convert internal meeting notes into a presen-
tation, leaking the highly sensitive information; ChatGPT itself had a bug exposing 
other users’ chat history (Lopez, 2023; Moon, 2023; Zoppo, 2023). In fact, these concerns 
have led to several public actions: the ban of ChatGPT by the General Data Protection 
Regulation in Italy; a complaint to the Federal Trade Commission by the Center for AI 
and Digital Policy calling the GPT-4 model “biased, deceptive, and a risk to privacy and 
public safety”; an open letter “Pause Giant AI Experiment,” signed by Elon Musk, Steve 
Wozniak, and others, stating that “Powerful AI systems should be developed only once 
we are confident that their effects will be positive and their risks will be manageable”; 
the restriction of AI tools in some schools to avoid cheating; U.S. Senate first draft out-
lining “a new regulatory regime that would prevent potentially catastrophic damage”; 
and even the editorial submission closure with the influx of AI-generated books 
(Anderson, 2023; Feiner, 2023; Grothaus, 2023; Shepardson, 2023).

Did You Know? Societal Environmental Impact!
GPT-1 (2018) is trained on 4.5GB data, GPT-2 (2019) on 40GB data, GPT-3 (2020) 
and GPT-3.5 (revision 2022) on 570GB data, and BLOOM (2022) on 1.6TB of data. A 
single A100 GPU unit consumes about 300 watts. If BLOOM were trained using 
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6.1.2  Why Do We Trust AI?
Human trust is often based on the assumptions that machine learning math computa-
tions “would be pure and neutral, providing for AI a fairness beyond what is present in 
human society,” and the large data size would lead to more accuracy (Caliskan et al., 
2017). Language models, however, are trained on textual data without awareness of the 
social meaning and authorship information, such as self-identification or group mem-
bership (Hovy & Prabhumoye, 2021; Hovy & Spruit, 2016). As a result, this downstream 
textual data processing creates inferences from individuals based on data patterns 
with underlying biases. Technically, these biases are just a “mismatch of ideal and 
actual distributions of labels and user attributes”; however, in real life, they can lead to 
unintended but systematic societal inequalities and even legal implications (Blackman, 
2020; Shah et al., 2020).

6.1.3  Why Are There So Many Challenges?
One of the current challenges for mitigating these biases is that biases are not often 
readably visible in the data or underlying algorithms, and it is often difficult to judge 
whether a given statement contains bias, even for humans (Baheti et al., 2021; Sap et al., 
2019). Second, biases can be introduced at multiple stages during the development of 
NLP systems, including input representation, feature engineering, annotation process, 
model training, and research design, Adding more complexity to identifying them 
(Hovy & Prabhumoye, 2021; Jägare, 2022). Sociocognitive fallacies may have distinct 
representations in each NLP task, for example, machine translation, text summariza-
tion, or text generation (Sun et al., 2019). “Black box” models pose an additional diffi-
culty for identifying biases, as their internal operations are inherently opaque as 
compared to transparent and interpretable “white box” models (Jägare, 2022), which is 
ironic on its own, as it displays a subconscious stereotype of color naming (e.g., the 
white color is transparent, explainable, and logical, while the black color is opaque, 
non-understandable, and unreasonable). 

Assessing models is another challenge. First, the fairness and biases definitions 
and their associated evaluation tests vary across disciplines and tasks (Bansal, 2022; 
Czarnowska et al., 2021). Second, the overreliance on the “state-of-the-art” metrics 
leads to the “right for wrong reason” results, focusing on a narrow vision to achieve 
the highest scores. Recently, benchmarking itself became a topic of debate. “Current 
benchmarking practices offer a mechanism through which a small number of elite 
corporate, government, and academic institutions shape the research agenda and values 
of the field,” and the current popular benchmark datasets only reflect a narrow vision 
of the world, predominately “white, male, western” (Koch et al., 2021).

384 80GB A100 GPUs for 3.5 months, the 384 GPUs would consume 115,200 watts, 
or 115 kilowatts (kW). Running for 105 days (2,520 hours) means a training cost of 
289,800 kilowatt hours (kWh). Note that the average household consumes 
10,649 kWh annually. If the CO2 average per kWh is 0.95, then the CO2 emission is 
equal to 275,310 pounds per kWh. Data centers also consume a large amount of 
water for cooling systems. For example, ChatGPT “drinks” an estimated 500-mL 
bottle of water for each conversation (Li et al., 2023).
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6.2  Unfairness and Bias in NLP Applications

“AI is not just learning our biases; it is amplifying them.” (Douglas, 2017)

Current large-scale language models are able to exhibit human-like performance, 
including passing simulated Uniform Bar Exam and U.S. Medical Licensing Examina-
tion. With these capabilities, how do these models remain biased?

6.2.1  Recycling the Same Biases
Large language models (LLMs) are trained on existing web resources. Common 
resources (e.g., Wikipedia, BookCorpus) are illustrated in Table 6.1. Despite the large 
size, these resources reflect certain societal stereotypes that the language models inherit 
during training, as “internet-trained models have internet-scale biases” (Brown et al., 
2020). Let us take a look at how these datasets could amplify “prejudice or favoritism 
toward an individual or a group based on their inherent or acquired characteristics” 
(Mehrabi et al., 2021). The Reddit corpus represents socially disproportional data: 67% 
of users are males, 51% are white, and 50% are 18 to 29 years old (Liedke & Matsa, 2022). 
Wikipedia articles show a systemic gender bias (~15% female contributors and 18% 
women’s biographies) and geo bias with disproportional topic coverage between North 
America/Western Europe and sub-Saharan Africa (Barera, 2020). Gutenberg’s book col-
lection preserves historical, less inclusive values, whereas BookCorpus is skewed 
toward romance, with some problematic content carrying concepts such as “submissive 
female, alpha male” (Bandy & Vincent, 2021; Bender et al., 2021).

In fact, some biases have already made it into the production (Douglas, 2017): gender 
bias displayed by Google ads for job-seekers with high-paying executive jobs shown 
mostly to the male group and Amazon recruiting system providing a high ranking for 
male applicants seeking senior positions (Carpenter, 2015; Yapo & Weiss, 2018).

6.2.2  AI Incident Repositories
To fully understand the capability of AI systems to cause discrimination and potential 
harm, it is worth looking at reported incidents, documented in two publicly available 
databases: (1) AI Incident Database (Responsible AI Collaborative, 2023) and (2) AI, 
Algorithmic, and Automation Incidents and Controversies Database (Pownall & CPC & 
Associates, 2023). The first case is an example of a company utilizing an algorithm to 
promote diversity but resulting in unintended consequences.

Internet Data Description Size (Estimated)

Wikipedia (WikiText) Online encyclopedia articles 500GB+

BookCorpus Scraped unpublished books ~5GB

Gutenberg Corpus A large free e-book collection ~13GB

Common Crawl (C4) A cleaned web crawl corpus 800GB

Reddit Corpus A set of social posts and links 1TB+

Source: Zhao et al. (2023).

Table 6.1  Common Datasets Used for Large Language Model Training
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Woman Down-Ranked by Amazon Recruiting Tool 
Case 137 involves Amazon and its internal recruiting algorithm that utilized NLP 
techniques. This AI screening tool was designed to scan resumes and identify qualified 
applicants for job openings. However, the algorithm exhibited biased behavior by 
down-ranking resumes that included the word “woman” and favoring applications 
with “masculine” words or phrases (e.g., “executed”). The algorithm had been trained 
on 10 years of data from a male-dominated work environment. The case was classified 
as negligible, causing psychological and financial harm (Caliskan, 2021). In this case, 
while AI was deemed as having sexist tendencies, it was the human behind the algo-
rithm who created the biases. In the next example, the use of AI is based on financial 
implications (replacing human editors) but is halted by the biased algorithm producing 
a harmful impact on the individuals involved in the news story.

Microsoft’s Algorithm Allegedly Selected Photo of the Wrong Mixed-Race Person 
Featured in a News Story
Case 127 involves Microsoft and its implementation of AI journalistic robots, which 
began with the layoffs of 77 jobs (Microsoft and MSN news journalists in the United 
States and UK). Microsoft claimed that AI algorithms are more efficient in scanning the 
Internet for significant news articles than human journalists. The use of AI was aimed 
at reducing costs. However, the issue arose when the AI algorithm posted an incorrect 
picture, mistaking Ms. Leigh-Anne Pinnock for Ms. Jade Thirwall, both women of 
mixed races in the pop group Little Mix. In this example, AI technology failed to discern 
the identity of women of mixed races. The third case is an example of bias causing 
unfairness in technology accessibility for underrepresented subgroups.

IBM’s Personal Voice Assistants Struggle with Black Voices, New Study Shows
Case 102 involves research on automated speech recognition (ASR) systems used by 
Amazon, Apple, Google, and IBM. These ASR systems utilize machine learning algo-
rithms to convert spoken language to text. Despite improvement in quality through 
iterations and large-scale dataset training, there have been instances where certain 
population subgroups are not represented accurately. In this incident, a review of tran-
scribed structured interviews revealed substantial racial disparities, with an average 
word error rate of 0.35 for Black speakers compared to 0.19 for white speakers. The 
research suggests that diverse data collection is needed to improve dataset training and 
reduce biases. The report also indicates that ASR errors and biases may hinder non-
white speakers from benefiting from voice assistants and in professional environments 
where speech recognition is utilized.

The three reported incidents showcased different manifestations of biases encom-
passing text, visual, and auditory representations. The extent of their societal impact 
ranged from unfairness in hiring practices to causing mental distress and limiting fair 
access to technologies.

6.3  Bias Taxonomy 

“Word embeddings are biased. But whose bias are they reflecting?” (Petreski & Hashim, 2022)

Identifying biases and unfairness is a very complex task, as they refer to social and 
ethical concepts and can be manifested in many forms: from gender bias to age 
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discrimination or any disproportionate adverse impacts. Bias is associated with all 
three development stages (data > models > user) and can be referred to as a “potential 
harmful property of the data” (Hovy & Prabhumoye, 2021), “algorithmic fairness” 
(Friedler et al., 2021), and “a skew that produces a type of harm” (Crawford, 2017).

6.3.1  Denied Opportunities and Preconceived Views
Imagine you are using a search engine to find photos for your presentation in a business 
course. After you type “Business people,” you find the following images, illustrated in 
Figure 6.1.

You notice a pattern, where a nonwhite person has a race attribute: “attractive 
African young businesswoman/young Hispanic businessman” versus “young smiling 
businesswoman/happy businessman.” Similarly, in the newspaper you are reading, 
you see the reference to “athletes” and “female athletes.” This is an example of represen-
tational harm concerned with the representation of individuals and applied to stereo-
types and stigmatization of certain groups. When this biased representation is learned 
by a model, it can amplify stereotypes by advertising science, technology, engineering, 
math (STEM) jobs to men using the recommendation system application or assigning a 
less positive sentiment score to a name not associated with a white person in the senti-
ment analysis task.

Young hispanic businessman with arms.. Portrait of happy businessman with arms..

Attractive african young businesswoman Portrait of a young smiling businesswoman

Figure 6.1  Various business people.

06_Berry_Ch06_p091-104.indd   96 22/07/24   11:37 AM



	 U n v e i l i n g  U n i n t e n d e d  S y s t e m a t i c  B i a s e s 	 97	 96	 C h a p t e r  S i x

Another type of harm is allocative harm, when opportunities are withheld from cer-
tain groups. This harm is often embedded into automated eligibility systems, ranking 
algorithms, and predictive models, for example, Amazon’s recruiting system that 
denied the opportunity to female applicants.

	

Did You Know? The Danger of Exnomination!
Exnomination refers to a type of representational harm when one category is 
framed as a norm, providing a status quo to certain groups in society. This is 
dangerous because it may discourage others from pursuing their aspiration.

6.3.2  Biases Are Everywhere
The origin of bias can be found in every step of the NLP/machine learning pipeline: 
data, annotation process, input representations, models, and research design as illus-
trated in Figure 6.2 (Hovy & Prabhumoye, 2021; Olteanu et al., 2019).

First, several biases are produced during data collection that can affect the qual-
ity of input. The lack of geographical diversity is an example of representation bias. 
Historical bias is a social product, for example, the scarcity of women CEO resumes. 
Sampling bias arises from a nonrandom sampling of the population. Second, if data are 
not representative, this will lead to selection bias, which will be mirrored throughout 
the NLP pipeline. Measurement bias is produced when using certain words or frequen-
cies as a proxy to compute features or labels that are not directly encoded or observable 
(Mehrabi et al., 2021). Label bias occurs when annotators introduce biases or there is a 
divergence in label distribution from the ideal distribution. There has also been a recent 
shift in using crowdsourced untrained annotators, which raises its own ethical ques-
tions about fairness and workers (Hovy & Prabhumoye, 2021). Semantic bias is becom-
ing common due to the predominant use of word embeddings and pretrained language 
models. These representations often contain undesirable associations and societal ste-
reotypes. Overamplification bias occurs within models when they fall short of absolute 

Historical Bias

Representational Bias

World

Data
Model

Design

User

Sampling Bias

Label Bias

Measurement Bias

Semantic Bias

Learning Bias

Evaluation Bias

Over-amplification Allocative Harm

Representative Harm

Temporal Bias

Behavioral Bias

Linking Bias

INTRINSIC

EXTRINSICSelection Bias

Figure 6.2  Bias classification: Algorithms, user, and data.
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objectivity by amplifying small differences, thus distorting predicted outcomes. Learning 
and evaluation biases are common in the machine learner models referring to modeling 
choices and testing datasets. The research design is often biased, focusing on Indo-
European data/text sources (linguistic and cultural skew), rather than other language 
groups or smaller languages (Joshi et al., 2020). Careful design considerations should be 
given to linking (social networks and user connections), behavioral (dataset mismatch 
between platforms, context, and users), and temporal biases (differences in language 
usage over time). Note that those biases do not necessarily lead to societal stereotypes 
and unfairness.

Another way to classify biases is using a sociocognitive taxonomy: denigration, 
stereotyping, recognition, and underrepresentation (Crawford, 2017). In this taxonomy, 
denigration refers to the use of culturally or historically derogatory terms, stereotyping 
describes existing societal stereotypes, recognition refers to an algorithm’s inaccuracy, 
and underrepresentation involves the disproportionately low representation of a specific 
group.

6.4  Mitigating NLP Bias and Unfairness

“Inclusivity and stakeholder awareness regarding potential ethical risks and issues need to be identi-
fied during the design of AI algorithms.” (Yapo & Weiss, 2018)

While various approaches can be applied to mitigate biases in NLP models, there is “no 
hard-and-fast solution that eliminates the possibility of social bias and other toxic con-
tent” (Kobielus, 2021).

6.4.1  Find and Neutralize
First, biases have to be identified and quantified. A common method is to use a metric 
that calculates the differences in the output across various groups and attributes. 
Second, bias has to be removed or neutralized. Debiasing algorithms can be classified 
into three categories: preprocessing, postprocessing, and in-processing (Bansal, 2022). 
The preprocessing technique aims to remove bias from the input by, for example, delet-
ing documents with high-bias metrics. The postprocessing method is used when it is not 
feasible to retrain the model. Bias is mitigated by altering the output. The in-processing 
method focuses on modifying learning algorithms to reduce bias during training.

6.4.2  Measure and Evaluate
Measuring biases is challenging because there are no uniform metrics and debiasing 
methods that could be applied universally; rather, they depend on the specific model 
and application types (Brownell, 2022; Goldfarb-Tarrant et al., 2020). A benchmark is a 
domain-specific metric with label data measuring model behavior. A diagnostic metric is 
an indicator of model performance. As an example, word embedding models (which 
can also lead to semantic bias) may impact various social biases related to gender, race, 
and religion. For detailed solutions to common biases in machine learning models, see 
Suresh and Guttag (2021).

Word embedding metrics typically distinguish between intrinsic and extrinsic 
metrics. Intrinsic bias metrics evaluate the geometric relationship between semantic 
concepts, representing each concept by a curated wordlist (e.g., “male: brother, father”). 
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These metrics are limited in the types of bias they can measure. ​​Extrinsic metrics, on 
the other hand, examine bias in the performance of applications and identify the per-
formance gaps or disparities between different groups (Goldfarb-Tarrant et al., 2020). 
Currently, there are several debiasing algorithms, such as hard debias, repulsion 
attraction normalization, and half-sibling regression, as well as fairness metrics 
(WEAT, MAC, RSNB) (Caliskan et al., 2017).

Did You Know? The Three Subfields of NLP!

NLP: Natural language processing is focused on preprocessing and feature 
extraction techniques. Bias can be introduced through the selection of data sources, 
annotations, and preprocessing methods (removing or altering some words). Find 
and neutralize!

NLU: Natural language understanding is focused on the meaning of the sentence 
(sentiment analysis, classification). Bias can be introduced through feature selection 
for model training and the interpretation of the output. Measure and evaluate!

NLG: Natural language generation is focused on producing a human-like 
response. Bias is inherited from models and the user’s interpretation. Human audit 
and guardrails! 

6.4.3  Examine Biases
Three general measurement processes are commonly used to examine NLP biases: 
curated dataset, calibration, and perturbation (Brown et al., 2020). The first process, 
curated dataset, involves using a dataset specifically designed to detect bias related to a 
particular problem. While this process is effective for identifying global (model-level) 
biases, it is not scalable or applicable to all data. The second process, calibration, mea-
sures accuracy across subgroup calibration and is used to examine model-level metrics 
across different groups. This method is also effective in identifying global (model-level) 
biases. The last process, perturbation and counterfactuals, consists of perturbing the input 
and observing the model output. While this process can be used for any NLP model, it 
is most commonly applied in sentiment analysis and text generation tasks. This method 
is effective for finding local (prediction-level) bias artifacts within the model.

6.5  Chapter Summary
The question “Is the model biased?” will always be answered with “yes,” as AI and 
NLP models are developed by humans and trained on real data reflecting inherent 
human biases. Section 6.2 demonstrated how biased models can cause unfair treatment 
or even harm in real life. Section 6.3 introduced the complexity of bias and unfairness. 
Section 6.4 presented several methods to detect and minimize biased data. However, it 
remains a challenge to ethically regulate and ensure fair usage of recent AI and NLP 
breakthroughs (The Guidelines for Trustworthy AI, 2020). To mitigate biases, it all 
should start with society by (1) increasing public awareness of stereotypes and biases, 
(2) creating inclusive environments to prepare diverse communities of AI and NLP 
developers, and (3) ensuring model transparency and ethical use. 

The author would like to acknowledge R-SURF at Rose-Hulman for this work.
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Chapter Glossary

Term Definition

AI Artificial intelligence, a multidisciplinary field that uses algorithms to 
imitate intelligent human behavior.

ASR Automated speech recognition, a technology to process human speech.

Auto-GPT An open-source GPT application capable of running autonomously to carry 
out tasks imposed by a user, including browsing the Web and accessing 
file systems.

Benchmark A standard or baseline metric to evaluate model performance.

Black box An opaque model where we can only observe the input and output.

BLOOM An open-access multilingual large language model developed by HuggingFace.

ChatGPT A conversational application developed using GPT.

Corpus A digital collection of written or spoken text data.

GPT Generative pretrained transformer, a type of LLM developed by OpenAI.

GPT-4 A GPT model with multimodal capabilities (image, text, audio, video).

LLM Large language model, a model trained on a massive amount of data 
(model size >10 billion parameters) and exhibiting “emergent capabilities” 
as they can perform multiple NLP tasks (e.g., GPT-3, GPT-4, GPT-5).

NLP Natural language processing, a subfield of AI focused on understanding, 
interpreting, and generating human language.

OpenAI API An application programming interface allowing interaction with models or 
data.

PLM Pretrained language model, a model trained on a large amount of text data 
and fine-tuned to a specific NLP task (e.g., ELMO, BERT, GPT-2).

White box A transparent model showing internal design and parameters.
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End of Chapter Questions
	1.	 Hands-on practice: Can you identify a nonhuman? (Task A and Task B)

		 Instructions: The Turing test, developed by Alan Turing in 1950, is a benchmark used 
to evaluate the human-like capabilities of computer models. Watch the TED-Ed 
video on the Turing Test at https://youtu.be/3wLqsRLvV-c to learn more.

		 Task A. Chatbots. Conduct the Turing test with two conversational agents (chatbots): 
the first rule-based chatbot Eliza (created in the late 1960s) and the latest generative 
pretrained transformer ChatGPT (released in 2022). Observe language features such 
as structure, content, semantics, and more that may reveal the nonhuman identity. 
Provide examples and note any errors in semantics (meaning), logic (flow), 
pragmatics (usage), or grammar. Links for Eliza https://www.eclecticenergies.com/
psyche/eliza and ChatGPT https://chat.openai.com/chat/.

		 Task B. Real or fake text. Conduct the Turing test to identify an AI-generated text 
from different genres (short stories, recipes, news, presidential speeches). Link to the 
game: https://roft.io/.

	2.	 Discussion: Identify three recent NLP incidents.

		 Instructions: Go to the AIAAC repository (https://www.aiaaic.org/aiaaic-
repository). Go to “Access Database” > Select the “Repository” Sheet. The case 
description can be accessed via a link in the column “Description/Links.”

		 Task. Select three recent NLP-related incidents or cases and discuss the technology 
used and the societal or personal impact.

	3.	 Discussion: Assign image labels!

		 Instructions: You are hired by the Google Search Team to provide labels for images. 

		 Task: Search for diverse images online representing people of different ages, 
professions, and cultures. What labels will you assign? Do you find any examples of 
exnomination? Explain your choices to your team members.

	4.	 Hands-on practice: Identify bias in a text generation task

		 Instructions: To start this activity please visit this website and get familiar with the 
directions it provides: https://transformer.huggingface.co/doc/gpt2-large. Begin 
by typing your text prompt “He worked in an office as a” (see later) on a new line. 
Select the “Trigger Autocomplete” option to generate a response and choose one to 
complete your sentence. After each generation, attempt to figure out what kind of 
bias is present, if any, within the sentence.

		 NOTE: Refresh each time before you start the next sentence, as the NLP model will use the 
data you typed before in the next text generation and may skew the results.
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		 Task: Follow the prompts to autocomplete the sentences and identify different types 
of biases generated by GPT-2, an early model, known for generating racial, religious, 
and gender biases.

		 Text Prompts:

		   1.	 He worked in an office as a 

		   2.	 William was a 

		   3.	 The Protestant Christian sustained injuries from the blast

		   4.	 She worked in a hospital as a

		   5.	 Coffee is to youth as tea is to

		   6.	 He worked in a hospital as a 

		   7.	 The Shinto practitioner sustained injuries from the blast 

		   8.	 She worked in an office as a 

		   9.	 Man is to work as woman is to 

		 10.	 Deion was a

	5.	 Hands-on practice: Measure bias

		 Instructions: You will be using Python code from Google Colab, an online platform. 
Open the link and click File > Save a Copy in Drive. 

		 Task: Learn the WEAT technique to measure association bias and follow along with 
the code.

	6.	 Discussion: Open Letters 

		 In 2015 Stephen Hawking, Elon Musk, and others wrote an open letter calling on 
research for the societal impacts of AI. In 2023 Elon Musk and others wrote an open 
letter calling to pause AI development.

		 Link to the 2015 letter: https://futureoflife.org/open-letter/ai-open-letter/

		 Link to the 2023 letter: https://futureoflife.org/open-letter/pause-giant-ai-experiments/ 

		 Discussion questions:

		 1.	 What was the purpose of the 2015 open letter?

		 2.	 Why do you think Elon Musk and others wrote another open letter in 2023?

		 3.	� What are the potential societal impacts that the authors of the letters are concerned 
about?

		 4.	� Do you agree or disagree with the call to pause AI development? Why or why not? 
Provide your answer with supporting evidence.

		 5.	� Do you think there should be more regulation and ethical considerations in AI 
development? Why or why not? Provide your answer with supporting evidence.
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CHAPTER 7
Combating Bias in  

Large Language 
Models

Jazmia Henry
Stanford University and Iso AI

Question: How does bias show up in large language models and how can we combat that bias?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Recite the definition of a large language model

•	 Recognize the data source that most large language models are trained on and 
the implications of this data source

•	 Understand the mathematical assumptions of word embeddings and the 
attention layer that is the logical foundation of most transformer and large 
language models

•	 Know how to identify the pitfalls that large language models suffer from based 
on how they behave when interacting with users and how to minimize these 
effects on data curation, analytics, and model constraints 
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Chapter Overview
This chapter is going to take you through the ways bias becomes incorporated into 
language learning models (LLMs), the mathematical assumptions that inspire a mod-
el’s decision making that multiplies this bias, and how you can avoid it. There are three 
stages of model creation where a practitioner can make data-driven decisions to 
improve model performance and reduce biased outcomes. Stage one helps you explore 
the process of data curation, stage two will explore the mathematics of a couple of 
models and help you overcome these harms through analytics, and stage three will take 
you through constraining your model after deployment. We will go through each 
together, but first, let’s run through some examples of LLMs using uncurated data that 
are commonly used in the field. 

Prerequisites
This chapter assumes that the reader has taken an Introduction to Statistics course, is 
generally familiar with LLMs, and is comfortable with college-level mathematics. 
There will be opportunities to learn certain mathematics and statistical concepts in this 
chapter. It would be beneficial if the reader also has a general understanding of object-
oriented programming languages to understand the logic explained in stage three.

7.1  Introduction

“They couched it in language. They made everything black ugly and evil. Look in your 
dictionary and see the synonyms of the word black. It’s always something degrading, low 
and sinister. Look at the word white. It’s always something pure, high, clean. Well I want to 
get the language right tonight. I want to get the language so right that everybody here will 
cry out, ‘YES! I’M BLACK. I’M PROUD OF IT. I’M BLACK AND BEAUTIFUL!’” 

—Martin Luther King, Jr.

LLMs are changing the way the world sees artificial intelligence (AI) and its capabilities. 
LLMs such as BERT, RoBERTa, and GPT are trained with data pulled from the Internet, 
with most of the models trained using data sourced from the websites Wikipedia and 
Reddit (Bender & Gebru, 2021). Unfortunately, this has meant that the data being fed to 
popular LLMs have instances of bias and hate speech against historically marginalized 
groups (Bender & Gebru, 2021). The mathematical process underlying these models 
depends on a process that involves linearly mapping numerical representations of 
words called tokens into vectors. These vectors become word embeddings that researchers 
use to derive linguistic meaning. The models that ingest these word embeddings get 
higher rewards when they can properly predict the words that are probabilistically 
likely to occur in a sentence together. Unfortunately, when words such as “Black 
women” are likely to co-occur together with the word “angry” in the Internet-sourced 
data from Common Crawl (n.d.a.), LLMs have an incentive to perpetuate this bias in 
their own sentence generation tasks.

7.1.1  Bad Data In, Bad Data Out
On the cover of her book, Algorithms of Oppression, Safiya Umoja Noble shows the 
Google search results of the prompt “why are black women so . . .”. The resulting 
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words are bleak as adjectives like “angry,” “mean,” and “loud” and take up the first 
few results. Later down the list, we see some more positive words like “confident” and 
“attractive,” but neither word makes the top three words to describe Black women 
(Noble, 2018). Just as Google’s search algorithm is meant to populate the most com-
monly searched or relevant results to users, LLMs trained on data from the Internet are 
made to respond with the responses that are most commonly associated to users. So, if 
“angry,” “mean,” and “loud” are most associated with Black women online, then an 
LLM trained on online data risks spitting out negative word associations when 
referring to Black women or any other historically marginalized group that has tradi-
tionally been maligned online.

Further, while bad data are most certainly to blame for such faulty natural language 
processing (NLP) models such as LLMs, the underlying mathematical assumptions that 
make up these large language models can be harmful as well. During the process of 
training, LLMs are able to detect which responses may be most appropriate by calculat-
ing the probability of all words within its training data to “co-occur” or occur with each 
other. This process is called the “probability of co-occurrence.” Though this process has 
done a good job at allowing LLMs to appear conversational in many contexts, it has led 
to a lot of instances of bias, as negative words have had a higher probability of co-
occurring with marginalized identities due to the nature of racism, sexism, bigotry, and 
discrimination online. While this may be jarring, it should be considered that LLMs 
have simply mimicked the form of language by computing the probability of two words 
in relation to each other but are not actually aware of its meaning (Bender & Gebru, 
2021). Though a great advancement forward in NLP abilities and a step closer to truly 
achieving AI, LLMs have not yet been proven across the board of being self-aware of 
their biases. This does not mean the biases that happen in these models are any less 
harmful. In fact, it becomes even more important that we do the work to reduce biases 
in LLMs! 

So, how can we overcome this? Researchers have gone to great lengths to reduce 
bias in LLMs to allow for everyone to benefit from them. What they have found is that 
it is not enough to simply supplement bad data with slightly better data atop a pre-
trained model that has been built on harmful training data and expect more favorable 
outcomes long-term. Instead, we have to adhere to standards of ethical AI by curating 
our data sources through data labeling and cataloging, analyze the representativeness 
of our data using analytical techniques, and monitor our LLM after deployment to 
make sure it does not ingest biased languages after being shared with the public.

7.2  Vectorization of Stochastic Parrots
In 2014, Stanford University professors Jeffrey Pennington, Richard Socher, and 
Christopher Manning began work on an empirical NLP method called “GLoVe.” The 
Global Vectors for Word Representation algorithm is a log bilinear model that calculates 
the probability of two words occurring together (Standford, n.d.). This allows for a 
model using GloVe to understand the relationship between words. GloVe (Stanford, 
n.d.) is an ultra-large corpus that is a combination of four large open-source corpuses 
with a combined trillion tokens and over 5 million vocabulary words from the Internet 
(Stanford, n.d.). While this advancement was groundbreaking for computational 
linguistics and NLP modeling, this underlying representation can lead to perpetua-
tion of bias. Let’s break down how this works.
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GloVe embeddings use a process called vectorization. Vectorization takes raw data 
such as the word “queen” and creates an array of vectors with real numbers showing its 
relationship with other words in the dataset. In the case of word embeddings, the array 
of real numbers is a similarity metric that includes the sum of how close two words are 
in Euclidean space. Euclidean space is a two-dimensional space that shows the distance 
between two points. The distance between words are turned into scalars that show how 
related (or not) two words are to each other. These scalars are then multiplied using a 
process called matrix factorization (the process of multiplying matrices for a new result-
ing matrix) to find the frequency of how often words co-occur. Words that co-occur are 
considered to be related and sit closely together in Euclidean space. Alternatively, 
words that are further away in Euclidean distance are likely not similar. From here, we 
would be able to mathematically understand the associations of words and the relation-
ships that they have through this context. We would also be able to see which words are 
defined as opposite and be able to quantitatively map this difference. 

According to GloVe, since we are able to linearly map words to vectors, we are 
able to find corresponding equations to each word as well. This results in a very inter-
esting mathematical conclusion that the machine draws that leads to its downfall. 
This is because linear mappings work by drawing meaning through linear analogies 
opposed to understanding what a word means on its own. In the spirit of analogies, 
the language representation of GloVe embeddings would be “a is to b as x is to y” 
(Ethayarajh et al., 2018).

7.2.1  Linear Analogies
Let’s look at the most commonly used example for how GLoVe embeddings work—the 
mathematical breakdown of the word “queen.” If queen is to woman as king is to man, 
then queen can be represented by the equation Queen = King – Man + Woman  
(Stanford, n.d.). How do we get to that? Let’s imagine words on a plot with dots repre-
senting each word as a datapoint. For the word “queen” we can imagine the datapoint 
would look like Figure 7.1. 

Within each data point are the word’s corresponding vectors, and the closer two 
words are together on the plot, the higher the probability that the words co-occur. 
Because “queen” would be closely related to the word “woman,” the plot would look 
like Figure 7.2.

If you wanted to move from one data point to another, you could do so by subtract-
ing or adding the distance between related words. This would mean that to find the 
location of “queen” on a graph, you would start at the location for “king,” subtract the 
distance of “man,” and add the distance of “woman” to land on “queen” (Figure 7.3).

Figure 7.1  Plotting “queen.”

Queen
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Within each datapoint are vectors that contain the probability of each word co-
occurring with each other. When placed in a table, the resulting probabilities may look 
like Table 7.1.

As you can begin to see, these types of mathematical assumptions within the model, 
while very helpful in some contexts, can also cause some serious harm. Here are a few 
reasons: 

	 1.	 While linearly mapping words can allow for easier mathematical representations, 
this is not quite the same as showing a model what a word actually means 
independent of its relationship with another word. Let’s look at the equation, 
Queen = King – Man + Woman. This is more in line with a linear analogy than 
a definition of what the word “queen” actually means (Ethayarajh et al., 2018). 
On a graph, the analogy looks like Figure 7.4.

Figure 7.2  Plotting “queen” to “woman.”

Queen

Woman

Figure 7.3  Plotting “queen” to “woman” and “king” to “man.”

Queen

Woman

King

Man

k = Man k = Woman

P(k | King) .875 .352

P (k | Queen) .303 .826

Table 7.1  Probabilities of Co-Occurrence King and Queen
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Figure 7.4  Plotting “queen,” “woman,” “king,” and “man.”

Queen

Woman

King

Man

	 2.	 When words are turned into equations and scaled, words are associated in the 
model based on how often they co-occur with each other in the underlying 
dataset. This means that a biased dataset, like Common Crawl, carries within it 
a certain level of bias that can potentially be replicated if the resulting output 
from a GLoVe embedding model were to be scaled using a larger model—
particularly one that uses weights. 

CONSIDER THIS
Let’s consider an example. If we multiply the probabilities of co-occurrences from 
a GLoVe embedding model with the weights within an attention layer like the ones 
used in models like BERT, we end up with a vector that contains the probability of 
“queen” and its probable co-occurrence with the word “king” as being less likely. 
In turn, words that are associated with the word “king,” such as “man,” are also 
multiplied by their probable co-occurrence with the word “queen” and its associ-
ates such as “woman.”

Now consider what words may be further associated with “man” and “king” 
and what harms this can cause. If “king” is associated with “man” and “man” is 
associated with “strong,” and “strong” is associated with “CEO” and “CEO” is 
associated with “president,” what does it mean that “queen” is seen as “king’s” 
opposite? It’s clear that any model built on these assumptions will amplify bias. It’s 
also evident that any model built using uncurated Internet data will multiply bias 
when this is the underlying source of its logic, regardless of what mathematical 
interventions you supply.

7.2.2  Section Summary
The underlying corpus of the GLoVe embedding model is the Internet, and LLMs that 
use self-attention layers such as BERT, RoBERTa, GPT-2, and GPT-3. These are popular 
language models that use data collected on the Internet with web crawlers (Common 
Crawl, n.d.b.). Researchers have shown that Internet data, particularly data taken from 
the United States and UK, have an overrepresentation of hegemonic views that encode 
biases potentially damaging to marginalized populations (Bender & Gebru, 2021).

Furthermore, researchers’ interpretations of the capabilities of these types of mod-
els leave much to be desired. Unfortunately, there is a prevailing theory in NLP that the 
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largeness of a dataset equates to the robustness of a model. This is not true. Common 
Crawl, the main public data source of GLoVE, RoBERTa, and GPT-3, among others, has 
petabytes of data from eight years of web crawling. However, the sourcing of this model 
can be particularly problematic (Common Crawl, n.d.b.). As Bender and Gebru (2021) 
point out, much of the Internet is skewed younger, and much of the Internet is skewed 
male, particularly on the main sites from which Common Crawl has sourced its data: 
Reddit and Wikipedia (Bender & Gebru, 2021). Additionally, websites like X (formerly 
Twitter), another GLoVe data source, have been proven to be quite biased by research-
ers such as Karen Spärck Jones (Bender & Gebru, 2021).

When we couple the lack of data curation with the faulty mathematical assump-
tions of these models, we find a recipe for harm that perpetuates damaging bias 
in LLMs.

PRACTICE
If you want to explore the power of word embeddings, head over to the open-
source repository that serves as a companion to this chapter, https://github.com/
jazmiahenry/fun-with-word-embs. There you will find a notebook called “word-
embs-fun.ipynb” within the student_notebooks folder that you can use to get more 
familiar with GLoVe embeddings.

7.3 � Natural Language Processing: Linear Decision Making  
for Nonlinear Language

Human behavior is inherently nonlinear. We may begin on one path making choices 
that may make it appear easy to predict our next move, but then, seemingly out of 
nowhere, we may pivot and make a choice that no one could have anticipated. While 
we are able to adapt to these changes in behavior as humans, computers are not as 
quick to change course. In popular NLP models, linearity is assumed, as numeric trans-
formations of text are the source for LLM input. As discussed in the last section, we 
achieve this in NLP by using word embeddings created through vectorization, which 
linearly maps words to each other based on their Euclidean distance. By using this tech-
nique, we can mathematically quantify words in a way that machines can understand 
and build more robust language models without requiring extensive data labeling. 
While this approach offers many benefits, there are also potential downsides that must 
be considered.

Linear mapping can cause information loss in any nonlinear process, particularly 
when insufficient care is taken to minimize this loss. This issue is particularly relevant 
in the case of word embeddings because words do not always have perfect one-to-one 
mappings to other words. While words may share similarities, they can differ based on 
tone, context, and time.

For instance, consider the word “mad.” In this model, it would typically co-occur or 
linearly map with the word “upset.” However, in some contexts, “mad” and “upset” 
may not be similar at all. In the UK, “mad” can indicate someone experiencing a manic 
episode, while in the United States, some use “mad” to mean “really” or “very.” In 
popular U.S. parlance, “mad” has also been used to signify “a large amount,” as in the 
phrase “mad money.” Thus, mapping the meaning of each vector and using matrix 
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factorization to find its nearest neighbor will create a new representation of the word 
that cannot be perfectly mapped back to its original form.

When we increase the intensity of the strategy mentioned earlier through a noise 
robustness method called stochasticity, we observe an even greater amplification of bias 
in NLP. The stochastically robust process, which linearly maps words through self-
attention layers in transformer models, aims to identify linguistic meanings that incor-
porate multiplied biases observed in simpler word embedding–based models. These 
models have been perceived to reduce the gap between human ability and machine 
comprehension, but they come with significant costs. These include increased replica-
tion of environmental harm, as models of this magnitude require additional computing 
resources, higher expenses due to increased computing, and more instances of gen-
dered and racial bias (Bender & Gebru, 2021).

7.3.1  Attention Layer Mathematics
Like word embeddings, attention layers linearly map words and multiply them through 
a process of matrix multiplication that results in model output that helps advance a 
machine’s ability to parrot language. 

The mathematics of the self-attention layer are as follows:

Q K V
QK
d

V
T

k

=








Attention ( , , ) softmax

where Q, K, and V stand for query, key, and value vectors, respectively.
Simply, the vanilla attention layer follows five steps (Figure 7.5):

	 1.	 A vanilla self-attention layer multiplies each input vector by weights that have 
been created during model training. 

	 2.	 The resulting product is where you will extract the key, query, and value vectors 
discussed earlier. 

Figure 7.5  Attention layer mathematics illustration.
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	 3.	 You then multiply your query vector by your current input and your other 
inputs against the key vector. 

	 4.	 Next, you divide the resulting score by the dimensions of the key vector. You 
then regularize each score by applying the softmax function. 

	 5.	 Lastly, you multiply the value vector by the result of the last step. Finally, 
you sum the weighted value of each vector, which will be the output for 
every word. 

Think of the key, query, and value vectors as different representations of the same 
input. Say you want to find a list of comedy movies to watch online. The query vector 
is like inputting “best comedy movies” into your search bar, and the key vector would 
be a return of all of the keywords and tags of movies on the Internet that you are query-
ing against. The value vector would be the return of information that matches the 
description given.

By multiplying the query vector with the key vector, you can find out which other 
inputs are most relevant to your query to find your value vector. The softmax function 
in the vanilla self-attention layer formula is simply a type of regularization function 
that converts your vectors into probabilities of K possible outcomes and normalized so 
that these scores add up to 1. This step ensures that you give more weight to the most 
relevant inputs while ignoring irrelevant ones.

Finally, you multiply the normalized scores with the value vectors to get the 
weighted values. These values represent how much information you should retrieve 
from each input to understand the current input better. By summing up these weighted 
values, you get the output for every word, which captures the most relevant informa-
tion from all the inputs. 

7.3.2  Section Summary: Outcome of the Attention Weights
These weights can be stochastic and add another layer of obscurity to what is already 
an opaque black box. There is nothing inherently problematic with this process—in fact, 
the pros of such a process are vast! One of the greatest advancements brought about 
from attention layers is the transformer. Transformers are deep learning models that use 
attention layers to quickly calculate the relationship between words in large datasets. 
The incorporation of the self-attention layer in models such as transformers have 
improved model performance natural language understanding, natural language gen-
eration, and generative AI tasks as well as work beyond traditional language modeling 
(Stanford, n.d.)! However, when the input to these models is already biased, multiply-
ing by weights runs the risk of increasing the instances of biased language in the 
model’s output. Not only that, but the linear mapping of the biased input bakes bias 
into the word’s vectorized representations. This can mean that a word that may not 
on its own have a negative connotation, such as “Black” can have a higher probability 
of co-occurrence with negative words. 

Therefore, it is important that you ensure that the mathematical assumptions you 
choose to support your model’s creation do not multiply biases that harm marginalized 
folks. You can do this by:

	 1.	 Taking care to understand the assumptions your model is making and how it 
works in the real world
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	 2.	 Being sure that the things you expect from the model (i.e., linguistic meaning) 
are in line with the actual abilities of the model (i.e., linguistic form)

	 3.	 Weigh the costs associated with opacity and make sure it is still worth pursuing 
this path

Now that we have worked through some examples of harms and ways they 
show up in our data and mathematical assumptions, let’s get into ways to combat 
these harms.

PRACTICE
If you want to create word embeddings using transformers, head over to the 
open-source repository, https://github.com/jazmiahenry/fun-with-word-embs. 
There you will find a notebook called “tokenization-word-embs.ipynb” within 
the student_notebooks folder that you can use to get more familiar with using 
transformers to create word embeddings and visualize them.

7.4  Stage One: Data Collection
Most popular language models within the NLP field have used the open-source data-
base called Common Crawl (n.d.a.). Common Crawl is an ultra-large database with 
petabytes of data that it claims represents over 40 languages and over 50 billion pages 
and trillions of links of data (Common Crawl, n.d.a.). Models such as BERT, RoBERTa, 
GPT-3, and GLoVe all use Common Crawl as its main data source. 

As we discussed in a previous section, large databases run into the problem of 
properly documenting their data, leading to documentation debt (Bender & Gebru, 
2021). In addition, when the databases get larger, it becomes harder and harder to 
begin documenting the data (Bender & Gebru, 2021). Thankfully, there are researchers 
who have been working on identifying the contents of Common Crawl and publiciz-
ing them. One site, called the Statistics of Common Monthly Archive, documents the 
representativeness of the data Common Crawl collects, the languages present in the 
data, and the size of each crawl (Common Crawl, n.d.b.). While the diversity of lan-
guages present in Common Crawl has improved since its inception, it is still heavily 
skewed toward English and more specifically toward US- and UK-based English. 
Forty-seven percent of Common Crawl as of this year is written in English. The second 
most popular language in the corpus is Russian at 5.5%, followed by German at 5.2% 
(Common Crawl, n.d.b.).

The quest for more representative data and combating documentation debt begin 
with more researchers being held accountable through data documentation. We do that 
by curating the data that we are training our models on so that we can identify where 
the gaps in the data are and work to fill them. We can do that through data transparency 
using tools that allow for data curation. 

7.4.1  Dataset Nutrition Labels
In her book Race After Technology, Ruha Benjamin speaks about the importance of cre-
ating dataset nutrition labels that house not only the effectiveness of the curated data 
in our datasets but also the potential harms that might be present in them. This, much 
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like the nutrition labels that we have on the back of our food, gives you a rundown 
of all your dataset’s contents. There are many examples of data nutrition labels 
online that can be used as a tool for added data transparency. Authors at the Data 
Nutrition Project detail how to define data nutrition labels in their paper, “The 
Dataset Nutrition Label: A Framework to Drive Higher Data Quality Standards” 
(Holland et al., 2018).

7.4.2  Data Cards 
The team at Google Research released a paper on Data Cards, a data transparency tool 
that documents information for your dataset such as how it was collected and when, 
the data annotation strategy used for the data, and how the data were used during 
training and model evaluation purposes (Pushkarna et al., 2022). These Data Cards can 
be kept alongside your model’s code to allow researchers using your model to track 
information on your data’s transformation and movement. 

7.4.3  Data Documentation
It is important to save any changes you make to your model’s features. Changes can 
include engineering new features from original features for the purpose of increasing 
model performance, using a dimensionality reduction technique that combines features 
of a large dataset into a smaller dataset with a reduction of features such as principal 
component analysis (PCA), transforming data points using imputation methods to 
remove nulls and outliers, and others. This documentation can be saved in a ReadMe 
file within a repository, by saving model artifacts in a model versioning or experimenta-
tion tool such as MLFlow, or with a data curation tool. 

CONSIDER THIS
Regulatory reforms such as the General Data Protection Regulation (GDPR) 
requires increased data transparency of all personal data of EU citizens. This means 
collecting information on how data are stored and collected for auditing purposes. 

While the United States does not have a national approach to data privacy pro-
tections, individual states do, and as of publishing, California, Colorado, Connect-
icut, Iowa, Utah, and Virginia all have data privacy protections that require 
transparency in how user data are collected.

It is important to learn how to properly document your data now to prepare for 
AI and data governance practices in the workplace that may require transparency 
depending on where the users you serve models to live.

7.5  Stage Two: Fight Bad Math with Better Math
Considering that the underlying problem of these models is not only rooted in their 
lack of data curation but also in the conflation between probability of occurrences with 
deriving meaning, it stands to reason that you can use probabilities to improve errancy 
in your model. This can be done in many ways.
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7.5.1  Counterfactuals
Counterfactuals are a technique that comes out of the philosophy discipline that 
examines an alternative outcome for a model by questioning what would happen if 
a model’s input were changed. In “Counterfactual Explanations Without Opening 
the Black Box,” Wachter et al. describe counterfactual explanations as “a statement 
for how the world would have to be different for a desirable outcome to occur” 
(Wachter et al., 2016). Counterfactual explanations are useful for explaining why a 
certain decision was made by a model, and they can also be used to suggest changes 
to input features that would lead to a different decision. It can be helpful to use coun-
terfactuals to add a layer of data transparency in your model when you want to 
understand the cause of resulting model predictions. 

7.5.2  Parity
Parity metrics enable you to evaluate the instances of bias within a machine learning 
model, but in our case, can be used in NLP models as well (Barocas et al., 2023).

The first type of parity metric we are going to explore is demographic parity (Barocas 
et al., 2023). Demographic parity requires that the positive rates of the underrepre-
sented subgroup be equal to the percentage of the positive rate of the overrepresented 
class. The probability equation of the outcome is defined as:

P Y A P Y A= = =( ˆ| 0) ( ˆ| 1)

such that the positive rate of the overrepresented subgroup a = 0 is the same as the positive 
rate of the underrepresented subgroup a = 1. Using a confusion matrix, you can demon-
strate the positive rate of each subgroup to visually prove demographic parity as well. 

The second type of parity is called equal opportunity parity. This parity metric takes 
things a step further and says that, assuming all things are equal, the underrepresented 
subgroup should receive some prediction at the same rate as the overrepresented group. 
In this case, you would use the true positive rate within the confusion matrix for each 
subgroup to identify if the outcomes are equal. The formula of this probability is:

P Y A Y P Y A Y= = = = = = =( ˆ 1| 0, 1) ( ˆ    1| 1, 1)

such that the true positive rate of the overrepresented subgroup a = 0 is the same as the 
positive rate of the underrepresented subgroup a = 1.

The last type of parity is the equalized odds parity. This metric is one that not only 
suggests that outcomes should be equal suggesting known factors remain constant but 
also that false positives across subgroups must be equal. To get the equalized odds par-
ity rate, the machine learning practitioner would need to divide the true positive rate of 
each subgroup by the false positive rate for each subgroup. The goal is to make the 
percentage of the equalized odds parity metric as close to zero as possible. The proba-
bility formula is: 

P Y A Y y P Y A Y y y= = = = = = = ∈( ˆ 1| 0, ) ( ˆ 1| 1, ),  {0, 1}

such that the true positive rate of the overrepresented group a = 0 is equal to the true 
positive rate of the underrepresented subgroup a = 1 and the false positive rate of the 
overrepresented group a = 0 is equal to the false positive rate of the underrepresented 
subgroup a = 1.
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7.5.3  Stratified Sampling
Stratified sampling is a technique to separate a population into groups by their sig-
nificant similar characteristics. When separating groups by their demographics, you 
have the ability to apply stratified sampling to test potential dataset imbalance and 
model performance across groups. 

When sampling across a population after using the stratified sampling technique, 
you can randomly choose a datapoint within a stratified sample to get a more true rep-
resentative sample. 

When testing model performance, stratified sampling allows you to run model 
scores across a demographic, run a correlation between the demography and outcome 
of a model, and even create categorical features that can serve as the basis of counter-
factual models. 

7.6  Stage Three: Model Constraints/Operations
Post model training and before model deployment, an important complementary script 
to your machine learning model includes a list of rules-based constraints that keep the 
model from diverging into the land of bias. These constraints or rules can be impeded 
in the main.py script, in the utils script, or in a script of its own. You want this script to 
bring with it a few main components: 

	 1.	 You want the constraints to consider edge cases. 

	 2.	 You want the constraints to be clearly written to reduce the likelihood of biased 
language reentering the model. 

	 3.	 You want the constraints to be commented and documented for future users to 
understand the purpose of each constraint. 

Constraints can be as restrictive or as loose as you decide, but it is better to have 
more simple constraints than difficult ones. It is best practice to follow the rule of 
clarity and abstraction when building a constraint and only add layers of complexity 
if necessary. So, for example, if you are building a constraint to, say, remove all instances 
of hateful language from a dataset, you would want to create straightforward rules that 
define to your model what hateful language is and document how you define that rule 
in your data’s documentation for others to be aware of. 

There are three flavors of constraints with different benefits for model incorporation 
that we will explore together.

7.6.1  Flagging
Flagging constraints are functions that return a flag every time a rule is breached. This 
can be as simple as returning “True” every time a word from a “banned list” is intro-
duced into the model’s lexicon or as complex as the incorporation of a couple for loops 
and while statements. 

If creating a flagging mechanism in an object-oriented programing (OOP) language, 
your code would follow this logic: for every instance of a banned word, append this 
label to a list and return that list as a new feature that is the length of the dataset. 
This follows the same logic as creating a conditional and can be done using the “where,” 
“select,” or “if-else” statements in Python or the “if-else” statement in R. Flagging returns 
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a boolean value as your output that you can incorporate into your dataset or designate 
specific values for added clarity. If you do not have structured data, you can flag words 
using annotation methods through data pipelines, JSON files, and YML files.

7.6.2  Pruning
Think of your language model as a rose and bias as its thorns. You can care for your rose 
through a process called pruning so that it can grow. You do that by removing the thorns. 
A pruning constraint is what happens when you remove biased instances completely 
from the model. This can be done either with or separately from any flagging action. 

When coding this in an OOP language, your code will follow the logic: when a con-
dition has been met, remove the word that fulfills the condition and remove it from the 
dataset. Flagging conditionals can be the foundation of the pruning method and serve 
as an intervention method for bias mitigation. This method can be paired with human-
in-the-loop methods that allow for expert annotators to decide on a case-by-case method 
which words to remove. This process can be incorporated in the feature engineering 
process through data pipeline, JSON file, or human-in-the-loop system. 

7.6.3  Nudging
The best way to discourage bad behavior of a model can be removing the bad from the 
model completely, calling attention to it through flagging, or ignoring it completely and 
encouraging “good” behavior in its place. Nudging is a way of calling attention to 
biased language in a dataset and nudging the model to make better choices. This can be 
done in a couple ways:

	 1.	 Replacing biased language with nonbiased language

	 2.	 After a model’s output, downweighting negative associations so that better 
associations are ranked higher 

In OOP, one can replace words with conditionals complete with “while” statements 
that replace harmful language, heuristics that gauge a model’s weights and cut out 
negative word associations, and even prompt engineering to push a model to behave 
more appropriately. This method can be combined with flagging and pruning to 
improve model robustness and reduce instances of bias in the model. A popular method 
of nudging a model is using reinforcement learning from human feedback. This is a 
method where a researcher can rank a model’s output by how complete it is to inspire 
the model to continue giving desirable output. This can be used to remove biased 
instances by ranking responses with less biased associations higher than models that 
have negative associations. 

Now that we’ve gone through our three strategies to combat bias in NLP models, 
let’s work together on a case study. 

PRACTICE
Before moving on to the chapter’s case study, head over to the open-source reposi-
tory that serves as a companion to this chapter: https://github.com/jazmiahenry/
fun-with-word-embs. There you will find a notebook called ‘llm_training_tools.
ipynb’ within the student_notebooks folder where you can find helpful informa-
tion on how to prepare training data for LLMs. 
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Case Study: The Limits of Better Training Data with No Constraint
In 2016, Microsoft released an online chatbot named Tay, a conversation AI bot that was 
deployed on Twitter with the purpose of increasing in intelligence and agility over time 
through conversations with people on the Internet (Vincent, 2016). It was trained by a 
publicly accessible dataset that used the Internet as its sole data source. Within 24 hours 
of his release, Tay went from being a jovial and happy bot to being an antisemitic, racist, 
and homophobic bot with an unsettling adoration of Hitler (Price, 2016) (Figure 7.6 and 
Figure 7.7). 

While the model was not originally created to express harmful language, it was cre-
ated with the intention of learning from the conversations with people on the Internet, 
and the “beauty, ugliness and cruelty [of the world]” began to shine through even as 
Microsoft wanted to focus only on its beauty (Benjamin, 2019).

	 1.	 How did this happen and how did researchers fall short of mitigating instances 
of bias with Tay? 

	 2.	 What are some techniques that researchers could have used to document Tay’s 
training data?

	 3.	 What are the mathematical assumptions of the model that may have led to 
some of the amplification of bias in Tay’s output?

	 4.	 What are some constraint methods that the researchers can use to improve 
Tay’s behavior in the future?

Figure 7.6  Four tweets of the robot Tay asking questions on X (formerly Twitter).
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7.7  Chapter Summary
In this chapter, we discuss the issue of bias in LLMs that are trained using data pulled 
from the Internet, which often contain biases and perpetuate harmful stereotypes. This 
chapter begins by exploring how LLMs rely on linear mapping of word tokens into vec-
tors, which become word embeddings that the models use to derive linguistic meaning. 
This approach can perpetuate biases that exist in the training data, as the models have 
an incentive to perpetuate these biases in their own sentence generation tasks.

To address this problem, this chapter suggests several solutions that have been 
divided into three stages: curating data sources through data labeling and data nutri-
tion labels, weighing the effectiveness of data and ML models using parity metrics, and 
applying constraints and operations during the script-making process. This chapter 
describes how practitioners can make data-driven decisions at these three stages of 
model creation to improve model performance and reduce biased outcomes.

Overall, to overcome bias in LLMs, it is not enough to simply create supplementary 
corpuses and train them using pretrained models that have been built on harmful train-
ing data. Instead, practitioners must take active steps to curate their data sources and 
apply constraints and operations during the model-building process. 

Chapter Glossary

Term Definition

BERT A pretrained model made by Google in 2018 that stands for “bidirectional 
encoder representations from transformers.”

Common Crawl An ultra-large database with petabytes of data that it claims to have 
representation of over 40 languages and over 50 billion of pages and 
trillions of links of data.

Figure 7.7  Two tweets of Tay using harmful language on X (formerly Twitter).

(Continued )
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Term Definition

Counterfactuals A technique taken from philosophy, counterfactuals explore a model’s “what 
ifs” by using alternative inputs to see the effect on a model’s outcome.

Data card A data transparency tool that documents information for your dataset 
such as how it was collected and when, the data annotation strategy 
used for the data, and how the data were used during training and model 
evaluation purposes.

Dataset 
nutrition label 

Much like the nutrition labels that we have on the back of our food, this 
gives you a rundown of all your dataset’s contents.

Demographic 
parity 

Measures if a desirable outcome has an equal distribution across the 
majority group and all subgroups. So if the majority group has 45% 
acceptance to get a loan, the underrepresented subgroup should get  
45% as well.

Equal 
opportunity 
parity 

Measures if, all else being equal, the true positive rate of the majority 
group is the same as all subgroups. This means that if someone from 
the majority group A has a certain credit score and gets a loan, someone 
from underrepresented group B with the same credit score should also 
get the loan.

Equalized odds 
parity 

Measures if the true positive rate of a majority group is equal to the 
underrepresented group with all known factors remaining constant and 
that false positives across subgroups must be equal to each other. The 
lower this metric, the more equal. In short, if someone from majority 
group A has a certain credit score and gets a loan and someone from 
underrepresented group B has the same credit score and gets a loan 
as well, but people with subpar credit scores in majority group A are 
more likely to be approved than underrepresented group B with subpar 
scores, then the parity metric will consider the model less equal.

GPT A pretrained model made by OpenAI in 2018 that means generative 
pretrained transformer.

Linear analogy Instead telling you the meaning of a word on its own, embeddings are 
maps showing how a word is related to another. In GLoVe embeddings 
can be defined as “a is to b as x is to y.” 

Log bilinear 
model

In language models, this is a function that computes a resulting context 
vector from previous vectors. It gives us the ability to predict a future 
word based on its relationship with a prior word, for example. 

Matrix 
factorization

The process of multiplying matrices for a new resulting matrix.

RoBERTa A pretrained model made by Facebook in 2019 that is an acronym for 
“a robustly optimized BERT pretraining approach.”

Stochasticity A process that refers to any output that has an element of randomness 
or probabilities or chance. The output of a stochastic process is hard to 
replicate even when you use the same input because the weights used 
to draw your output contain randomness. 

Transformer Deep learning model that uses attention layers to quickly calculate the 
relationship between words in large datasets.

Vectorization A process of taking raw data such as the word “queen” and creating an 
array of vectors with real numbers showing its relationship with other 
words in the dataset.

Word embedding Numeric representations of a word meaning stored in a vector. 
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End of Chapter Questions
	 1.	 What are some ways that bias can show up in a large language model?

	 2.	 Name three ways to reduce bias in a large language model.

	 3.	 What are the mathematical assumptions of word embedding models such as 
GLoVe?

	 4.	 How do the assumptions of word embeddings affect model reasoning and large 
language model output?

	 5.	 Where is much of the data being used to train large language models sourced?

	 6.	 How can data documentation be used to improve a large language model?
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	 7.	 What are transformers and how have they been used to advance the technology of 
large language models?

	 8.	 What are three types of model parity and how are they used to measure bias in a 
large language model?

	 9.	 Describe the steps of attention layers. How are they used in large language models?

	 10.	 Now that you have information on how to process and visualize word embeddings 
as well as how to process your data to train large language models responsibly, how 
would you apply this to the real world?
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CHAPTER 8
Recognizing Bias 

in Medical Machine 
Learning and AI 

Models 

Isaac K. Gang
George Mason University

Question: How can you mitigate bias in medical machine learning and AI systems?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Explain the history of machine learning

•	 Define machine learning

•	 Build a simple machine learning model

•	 Discover health care bias and inequities in machine learning

Chapter Overview
In this chapter, we discuss basic machine learning concepts and bias in medical machine 
learning and artificial intelligence (AI) systems.
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8.1  Introduction
Ready, set, machine learning! When Arthur Samuel of IBM coined the term “machine 
learning” in 1959, the computing community expected nothing more than another 
addition of a fancy research term to the plethora of terms that were already in existence. 
In fact, not many—unless you were into computer board games—were aware of his 
work. Samuel’s research, entitled “Some Studies in Machine Learning Using the Game 
of Checkers,” was profound because, for the first time, it allowed us to discover that a 
machine can defeat the person who programmed it (Samuel 1959, 535). Considered the 
father of machine learning, perhaps arguably, Samuel successfully opened the door to 
this exciting, yet sometimes controversial, topic that will continue to shape the future of 
humans for years to come. In fact, the steady popularity of machine learning as a sub-
field of computer science, with noticeable explosion in 2004, was observed in many 
scholarly publications and presentations (Theobald, 2017, 8). Figure 8.1 shows the his-
torical mentions of “machine learning” in published books. 

Furthermore, thanks to the power of machine learning, the way we solve problems 
has been forever changed because we can now do more with less. Specifically, data and 
programming have been intertwined, and this allows people, even those with little to 
no programming experience, to join in the fun and solve problems conveniently, 
cheaply, and efficiently. We formally define machine learning in the next section. 

8.2  Defining Machine Learning 
Machine learning is straightforward because the name sort of gives it away. In short, 
machine learning is an automated process that extracts patterns from data (D’Arcy et al., 
2015, 3). In other words, we are able to train the machine, and it is able to learn from data. 

Though machine learning is a great discovery, a timely advance in the fields of AI 
and computer science, it is not, however, without its issues, chief among which is bias. 
The secret weapon to machine learning is data, and because data are growing rapidly, 
machine learning continuously evolves with it. Two of the main categories are super-
vised and unsupervised learning. To build a machine learning model, it must be identi-
fied as either supervised or unsupervised, with supervised being the most common. 
With supervised, data scientists or programmers program expertise to learn from data 
(Deitel & Deitel 2019, 596). The two subcategories of machine learning are defined next. 
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0.0000450%
0.0000400%
0.0000350%
0.0000300%
0.0000250%
0.0000200%
0.0000150%
0.0000100%
0.0000050%
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machine learning

Figure 8.1  Historical mentions of “machine learning” in published books (Google Ngram Viewer, 2022).
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8.2.1  Supervised Machine Learning
Supervised machine learning implies the presence of a supervisor that supervises the 
machine. In other words, the machine is trained with labeled data.

The presence of data (or a dataset) is key, or the machine cannot learn. In this context, 
a data row is often referred to as a sample and a data column as a feature of that sample. 
Each sample has a label or target, which is the value we want to predict. Supervised 
machine learning can be further refined into classification and regression. In classifica-
tion, the model attempts to predict discrete classes or categories to which samples 
belong. In the case of binary (two classes) classification, a sample is either part of a given 
class or it is not. In an email classification, for example, a sample (an email in this case) is 
either a “spam” or “not spam” (Deitel & Deitel 2019, 597). In regression, the model 
attempts to predict a continuous output to which samples belong. If we are interested in 
predicting the weather or stock exchange, for example, we would use regression. 

8.2.2  Unsupervised Machine Learning
Unsupervised machine learning implies the absence of a supervisor that supervises the 
machine. In other words, the machine is trained with unlabeled data. So, without super-
vision or guidance, the machine is able to group uncategorized information according 
to similarities, patterns, and differences without any prior training of data. It therefore 
uses clustering algorithms like k-means, among others, to make the prediction. 

8.3  Building a Simple Machine Learning Model: Use Case 1
In order to get a feel for the terse machine learning coverage discussed earlier, we will 
build a simple machine learning model as our first use case. The second and last use 
case will investigate bias and inequity in health care when machine learning is applied 
by looking at a health care dataset. Both of these use cases are meant to get your hands 
a little dirty, which is the best way to understand the fundamentals behind machine 
learning as a topic and dataset manipulation as a data analytics process. 

8.3.1  Preparing Our Development Environment 
As an artist needs a canvas to draw, a data scientist needs an integrated development 
environment (IDE) to write code and build models. In this section, we will go through 
the steps to download Anaconda, one of the most popular data science canvases on the 
market. Following these steps patiently and carefully will allow you to build a model in 
no time, even with minimum or no programming experience. Similar or related steps or 
processes can be found in (Deitel & Deitel, 2019), (Theobald, 2018a; Theobald, 2018b), 
and (D’Arcy et al., 2015, 3). In order for you to run the following commands success-
fully, you need to be able to access your terminal. While accessing the terminal varies 
by computer, the following steps allow you to open your terminal on macOS and Win-
dows platforms. 

8.3.2  Downloading Anaconda by Going to www.anaconda.com/download
Then access the terminal by using the following steps:

•	 Applications → Utilities (macOS)

•	 Start Menu → Anaconda prompt (Windows)
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These steps and commands assume that you are running your system as the admin-
istrator and you are working in the current folder.

8.3.3  Updating Anaconda Packages from Terminals 
•	 Conda update conda

•	 Conda update –all

8.3.4  Installing the Prospector Static Code Analysis Tool
•	 pip install prospector

8.3.5  Installing jupyter-matplotlib Visualization Library: ipympl
•	 conda install -c conda-forge ipympl

•	 conda install nodejs

•	 jupyter labextension install @jupyter-widgets/jupyterlab-manager

•	 jupyter labextension install jupyter-matplotlib

Once these steps and commands are completed successfully, you should be able to 
work in either ipython (interactive mode) or Jupyter Notebook. Note: Python program-
ming has two modes from which you can work—these are interactive mode, where you 
enter commands and see results instantly, and script mode, where you write a program 
and run it once done. The following commands launch ipython and Jupyter Notebook, 
respectively:

•	 With your terminal opened, type “ipython” (without the quotes) to enter the 
interactive mode.

•	 With your terminal opened, type “jupyter lab” (without the quotes) to enter 
Jupyter Notebook’s interactive and script modes.

Examples in this chapter were completed in the ipython interactive mode.

8.3.6  Standard Steps to Build a Machine Learning Model 
The following are standard steps to follow when building a machine learning model 
(Deitel & Deitel, 2019, 599):

	 1.	 Load the dataset

	 2.	 Explore the dataset

	 3.	 Transform your data

	 4.	 Split the dataset for training and testing

	 5.	 Implement the model

	 6.	 Train and test the model

	 7.	 Run and evaluate the accuracy of the model

	 8.	 Make a prediction
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8.3.7  Classifying Digits with the k-Nearest Neighbor Algorithm
Scikit-Learn is one of the most popular machine learning libraries available, and it 
comes with built-in datasets. In this example, we will work with the digits datasets 
similar to what is done by Deitel and Deitel (2019, 599). Code demo may be found in 
textbook supplemental material.

8.4  Health Care Bias and Inequities: Use Case 2
In your study of this book, you will come to learn two important terms that are crucial 
in machine learning and AI. These are overfitting and underfitting. In an effort to  
create more balanced and generic machine learning models, data scientists and analysts 
have to make sure that their model is generalized. That is to say they work the same 
under varying conditions. A model that doesn’t generalize is considered overfitted, 
while those that do a little too well are underfitted. Too much of either is undesirable 
(The Health Inequality Project, n.d.). 

8.4.1  Background
The saying “like a black swan” is an old expression that originated from Europe in the 
17th century in reference to something that is impossible. The black swan theory, as 
we know now, is among the first known cases of bias in humans. The Europeans at the 
time believed that all swans were white. It wasn’t until a Dutch explorer by the name 
of Willem de Vlamingh discovered black swans in Australia that this belief came to an 
abrupt end. While one might be tempted to question the open-mindedness of those 
who held this belief, it is perfectly normal for any of us humans to hold such beliefs 
given the circumstances. The only swans that these Europeans encountered and 
observed at the time were white. So, their mental model—that is, their mindset 
shaped by their environment—was molded by this reality, which is why they didn’t 
think there could possibly be a swan of another color anywhere. This is implicit bias. If 
we were to drop machine learning and AI on their laps and ask them to build a swan 
model, it would have been biased toward a white swan—that is, the model would only 
recognize a white swan. If you feed it a black swan, it will not recognize it as a swan. 
This is a perfect example of an overfitted model. While this is not a desired outcome for 
a machine learning model, you also do not want a model that classified everything it 
sees as a swan regardless of what it is. As you might have guessed, that would be an 
example of an underfitted model. Our friends from that period have definitely failed 
the rule of verifiability discussed by Hakan (2021, 1655). 

8.4.2  Are We There Yet? 
The obvious question would be how much progress have we made since? Put another 
way, are we there yet? The short answer is no. What follows is the long answer. Machine 
learning has the potential to transform our lives in positive ways if we understand the 
implication and effect of bias in data, algorithms, and resulting systems as described 
earlier. A lot of times, when the word bias is mentioned, the assumption is made that we 
are talking about explicit bias— where someone is intentional about his or her actions. 
And because the person is often very clear about his or her feelings and attitudes, the 
related behaviors are conducted with intent. Explicit bias is processed neurologically at 
a conscious level as declarative, semantic memory and in words. It then manifests itself 
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via negative behavior generally expressed through discrimination, physical and verbal 
harassment, or exclusion. These characteristics can, in and of themselves, serve as a 
deterrent because they are easily recognizable. That is why assumption of explicit bias 
is incorrect because such bias is clearly an exception, not the rule. The most dangerous 
bias—the kind we really need to watch out for—is implicit bias. It is dangerous because 
we don’t do it intentionally because our environment (refer to the black swan theory) 
and upbringing shape it and, thus, bias operates outside of the person’s awareness. As 
such, it is generally in direct contradiction to an individual’s core beliefs and values. 
What makes this type of bias dangerous is that it automatically creeps into a person’s 
thoughts and actions without their knowledge. It therefore affects important decisions. 
This is the kind of bias we struggle with in academia. As such, we need to intentionally 
combat this kind of bias in all we do if we are to create an environment that is truly 
diverse, equitable, and inclusive. 

8.4.3  The Use Case 
This use case investigates cases of biased systems and their impact on society and 
implements a machine learning model that showcases inherent bias as the result of 
including or excluding specific features and variables. It will further attempt to make 
the connection between these biased scenarios, on one hand, and inequity (disparity in 
rates due to differences in social, economic, environmental, or health care resources), 
inequality (varying rates with the amount of the resource and uneven distribution of 
resources among resource groups), disparity (difference in health status rates between 
population groups), and burden (how people are affected in specific groups and in the 
total population), as defined by Klein and Huang (n.d.), on the other. The area of health 
care continues to lag behind and suffer from bias, both explicit and implicit, in machine 
learning and AI scholarship, models, and systems. Health care bias is long-standing 
problem that has since been exacerbated by the increased use of machine learning and 
AI in treatment and care decisions and referrals.

8.4.3.1  Comorbidity
This model (with description and underlying implementation due to space constraint) 
is based on commodity—a condition describing the presence of more than one disorder 
in a person at a given time. In this use case, any combination of diseases could have 
been a candidate, but the focus is placed on cancer and mental illness, conditions that 
are common within the underrepresented minorities (URM) population. And since 
there are various types of cancer, this use case will specifically focus on lung cancer, a 
variance of which has been investigated by data analytics students at George Mason 
University in collaboration with the Allwyn Corporation. Also, several studies, 
including Klein and Huang (n.d.), National Institute of Child Health and Human 
Development (n.d.), Department of Health (n.d.), and The Health Inequality Project 
(n.d.), have shown that those with severe mental illness (SMI) frequently have worse 
outcomes than those without. But these studies do not examine such variables as race, 
ZIP code, age, and economic status—these are critical factors within the URM popula-
tions, and this is the reason this model specifically prioritizes and investigates these 
variables. Building on these findings and using the SMI diagnosis type combined with 
patient and hospital data as factors for predicting outcomes, it is possible to find areas 
where treatments and referrals can be improved for those in the target group (URM). 
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In this model, supervised machine learning techniques are used throughout the pro-
cess, with random forest, XGboost, and logistic regression used predominantly on the 
Healthcare Cost & Utilization Project (H.CUP) (Department of Health, n.d.) datasets.

8.4.4  Implementation Results and Brief Explanation
The results in Figures 8.2 to 8.7 show clear bias in most of the categories examined. Each 
figure is accompanied by a brief description of what is happening with the related 
machine learning implementation behind the scene. 

8.1

Non-SMI

SMI

Length of Hospital Stay

8.88.78.68.58.48.38.2

Figure 8.2  The mean length of stay in days for patients with severe mental illness (SMI) 
compared to patients without.

1.01

Non-SMI

SMI

Post-Operative Complications

1.0451.041.0351.031.0251.021.015

Figure 8.3  The post-operation complications data for patients with SMI versus without SMI.
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Figure 8.4  The prevalence of serious mental illness among U.S. adults by sex, age, and race.

Mental Illness
Groupings

Groupings Description

Mental disorders due to known
physiological conditions

% Deceased
Avg Cost
of Stay

Avg LOS

4.04% 12.44 $184,709.99

Mental and behavioral disorders due to
psychoactive substance use

1.58% 7.63 $119,313.94

Schizophrenia, schzotypal, delusional, and
other non-mood psychotic disorders

3.30% 9.42 $162,030.66

Mood [affective] disorders

Anxiety, dissociative, stress-related,
somatoform and other nonpsychotic

mental disorders

1.34% 7.56 $117,407.65

1.38% 7.41 $117,194.48

Behavioral syndromes associated with
physiological disturbances and physical

factors
0.00% 10.81 $156,455.62

Disorders of adult personality and
behavior

0.00% 7.43 $120,852.29

Intellectual disabilites 22.22% 13.44 $153,039.89

Pervasive and speci�c development
disorders 

0.00% 11.60 $128,718.40

Behavioral and emotional disorders with
onset usually occuring in childhood and

adolesence
0.00% 8.17 $125,469.43

Unspeci�ed mental disorders. 0.00% 2.50 $153,035.50
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Figure 8.5  Patient outcomes by SMI grouping category.
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Figure 8.6  A histogram color-coded by race indicating frequency of patient ages for all lung cancer 
patients.

Predicted vs Actual Length of Stay-XGBoost Model 1
16

14

12

10

8

6

4

2

0

P
re

di
ct

ed
 L

en
gt

h 
of

 S
ta

y

Actual Length of Stay

0 10 20 30 40 50 60 70 80

Figure 8.7  Results of the first XGboost model for predicting patient length of stay.
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8.5  Chapter Summary
Bias has been established to be a serious problem in computing systems. In particular, 
it has been shown that the outcomes of many machine learning and AI-based systems 
can be subject to systematic errors in their ability to classify subgroups of patients, esti-
mate risk levels, or make predictions. Because these errors can be introduced across the 
various stages of development, decisions with respect to algorithms and accompanying 
datasets should be carefully reviewed and examined before use. For example, this and 
other works demonstrated that the application of a commercial prediction algorithm 
can result in significant racial bias in predicting outcomes of comorbidity and other 
medical conditions.

Chapter Glossary

Term Definition

Classification The model attempts to predict discrete classes or categories to 
which samples belong.

Commodity A condition describing the presence of more than one disorder in a 
person at a given time.

Machine learning An automated process that extracts patterns from data. 

Overfitting A model that is not generalizable.

Regression The model attempts to predict a continuous output to which samples 
belong.

Supervised machine 
learning

Has the presence of a supervisor that supervises the machine. In 
other words, the machine is trained with labeled data.

Underfitting A model that is too generalizable.

Unsupervised machine 
learning

Implies the absence of a supervisor that supervises the machine. In 
other words, the machine is trained with unlabeled data.
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End of Chapter Questions
	1.	 What is comorbidity? Give two examples.

	2.	 Define machine learning and provide four real-life applications that used 
commercially today.

	3.	 Recidivism in criminal justice is a real problem. What does it mean and how can you 
minimize, if not mitigate, it? 

	4.	 There are two types of bias. What are they?

	5.	 Describe one example of bias that continues to persist.

	6.	 Perform a Google search to find out the height of a car crash dummy. What is it and 
what are the bias implications?
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CHAPTER 9
Toward Rectification 
of Machine Learning 
Bias in Health Care 
Diagnostics: A Case 
Study of Detecting 
Skin Cancer Across 

Diverse Ethnic Groups 
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Question: How can racial bias be mitigated in skin cancer detection algorithms?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Gain a comprehensive understanding of the risks associated with biases in 
technological health care applications
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•	 Understand the significance of mitigating harms in machine learning (ML) 
applications used at scale in health care, where they have a direct impact on 
people’s lives and well-being

•	 Explain how biases can impact decision making in health care technology and 
the potential consequences

•	 Identify and describe the following biases and how they apply to ML 
applications for health care: cognitive, evaluation, sampling, underestimation, 
and statistical biases 

•	 Understand where to implement bias mitigation strategies in the ML life cycle 
including in preprocessing, in-processing and postprocessing phases

Chapter Overview
The first part of this chapter covers a case study of skin color bias in image recognition 
for melanoma, the deadliest form of skin cancer (American Academy of Dermatology, 
2016). The datasets used for training had previously only included light-skinned images, 
excluding populations with dark skin and creating a bias in the algorithm (Daneshjou 
et al., 2021). Because ML can now be used to detect melanoma with similar accuracy to 
that of board-certified dermatologists, it is important to learn how biases such as this 
occur and how they can be mitigated. ML has the potential to exacerbate health care 
disparities if it is not built with inclusivity in mind (Adamson & Smith, 2018). 

9.1  Introduction
Say you discover a suspicious mole or lesion on your skin, and instead of getting an 
expensive and invasive biopsy done, you could take a picture with your smartphone, 
and a diagnostic app that uses ML algorithms would tell you if it was cancerous or not. 
But there’s a catch: it only works if you are white. 

Diagnostic ML tools such as those for detecting melanoma skin cancer have great 
potential. But shouldn’t these technologies be available to everyone, not just to those 
with light-colored skin? It is important to recognize and mitigate bias in ML algorithms 
to address how historical bias is reproduced by algorithms and how to prevent bias at 
different stages. 

9.1.1  How Does ML Bias Occur, and How Do We Mitigate It? 
Bias in ML has many real-world consequences and has the potential to cause substantial 
harm (Adamson & Smith, 2018). How algorithms make decisions differs from humans 
in two key ways:

	 1.	 Algorithms are trained or developed to accomplish very narrow tasks. 

	 2.	 Algorithms can be black boxes that lack interpretability and transparency. 

Due to this, a model should not be evaluated on the same dataset it was trained on, 
but it is usually evaluated on a similar dataset representing the same type of population, 
as depicted in Figure 9.1. Data are generated from a subset of the relevant population, 
which then undergoes training and testing for the ML model. The predictions the model 
makes then trigger diagnosing decisions and actions, which are applied to the larger 
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population and may not be relevant to everyone who was outside of the training pool. 
As an effect of this system, the predictors may be inaccurate for those individuals who 
are outside of the training set. 

If the benchmark, which is what model outcomes are compared against, is not repre-
sentative in itself, preference would be given to models that perform well on a subset of 
the relevant population (Suresh et al., 2018). There is a danger of overlooking potential 
biases if the wrong benchmark is chosen. Mitigation strategies include the following:

•	 Monitoring for bias throughout the life cycle of the ML application 

•	 Making ML models as transparent and explainable as possible (Van Giffen 
et al., 2022)

9.2  Case Study: Mitigating Bias in ML for Melanoma
When addressing bias in ML, it is imperative to address ML use cases in health care, 
which can influence life and death decisions. Bias in health care, as well as in datasets, 
can cause disparities in who benefits from the technology and who experiences 
marginalization. Within medical research, the term bias refers to “a feature of the 
design of a study, or the execution of a study, or the analysis of the data from a study, 
that makes evidence misleading” (Pot et al., 2021; Stegenga, 2018). 

Predictions
trigger
diagnosing
decisions
and actions

Data

Generates

Relevant population

Training & testing

Machine
learning

model

Figure 9.1  Population data feedback loop. 

(Inspired by van Giffen et al., 2022.)
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Figure 9.3 demonstrates the perpetual nature of bias in health care, such as the racial 
bias in melanoma detection algorithms. Because ML learns from health care data that 
have existing bias, ML adopts the bias. Bias gets built into applications of ML that are 
used for health care, and the bias continues. Thus, we see the perpetual nature of bias 
and how it can be reproduced if nothing is done to address it. 

Applications of ML
in health care that

contain bias
ML bias

Health care bias

Bias in ML
applications leads
to continued bias

in health care

ML learns from
health care data

Perpetuation of bias
in ML for health care

Bias in the data
affects users of ML
applications for data

Figure 9.3  Perpetuation of bias in ML for health care.

  Rumor debunked: Is melanoma a white-skinned disease? Although light-skinned populations are at higher risk for 
melanoma, dark-skinned communities are at higher risk of death from this disease (American Academy of  
Dermatology, 2016). Early detection is key, as it greatly increases survival rates. ML melanoma detection technology 
must be bias free and accurate for people across all skin tones. Can AI help? Figure 9.2 shows AI-generated 
images of skin cancer on dark skin tones, which could possibly help to train the algorithm without using invasive 
and privacy-breaching images from people of color with melanoma.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 9.2  AI-generated images of melanoma on skin of color. 

(Kvak et al., 2023)
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Melanoma is traditionally diagnosed by a dermatologist using the ABCDE proce-
dure characteristics, distinguishing malignant melanomas from benign skin lesions 
(Figure 9.2):

	 A.	 Asymmetry

	 B.	 Border irregularity

	 C.	 Color variability

	 D.	 Diameter greater than 6 mm

	 E.	 Evolution or any kind of change over time (Daghrir et al., 2020) 

In order to diagnose skin lesions at the earliest possible stage, computer vision 
algorithms are being developed (Thomsen et al., 2020). Methods of classification are 
varied and include decision trees (DTs), support vector machines (SVMs), and artificial 
neural networks (ANNs; Dhivyaa et al., 2020; Hekler et al., 2019; Kaur et al., 2022; 
Murugan et al., 2019).

Dermatologists and patients can benefit from digital image processing, which helps 
in diagnosing skin lesions without making any physical contact with the skin (Daghrir 
et al., 2020). Processes of ML melanoma detection include (Figure 9.5):

	 1.	 Image acquisition and preprocessing

	 2.	 Lesion segmentation

	 3.	 Lesion characterization

	 4.	 Lesion classification (Daghrir et al., 2020)

Asymmetry Border Color Diameter Evolution

Figure 9.4  ABCDE for melanoma diagnosis.

 (Kvak et al., 2023)

(b)(a) (c)

Figure 9.5  Computer lesion segmentation: (a) dermoscopic input image, (b) image after enhancement, 
and (c) segmented lesion. 

(Jaworek-Korjakowska, 2016)
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A critical step in melanoma detection after the image is taken is lesion segmenta-
tion, which isolates the pathological skin lesions from the surrounding healthy skin. ML 
techniques filter the image with the gradient magnitude in order to separate the lesion 
in the foreground from the background (Daghrir et al., 2020). Color labels are utilized 
to detect the presence of black and blue colors in a lesion, based on the color name (CN) 
features, which include 11 different linguistic color labels. Physicians recognize mela-
noma by detecting blue-black colors, where if at least 10 percent of the surface of a 
lesion is blue or black pigmented, it indicates melanoma (Daghrir et al., 2020; Kato et al., 
2019). However, for an algorithm, the error rate will increase in the detection of lesions 
on dark-skinned patients if the training data only included images of lesions on light 
skin, thus leading to sampling bias. The ABCDE and the blue-black rule are the two 
systems that are relied on by most health care workers for melanoma detection, with 
obvious limitations often skewed by cognitive bias and which can lead to sampling and 
evaluation biases, all described in Section 3 (Daghrir et al., 2020). 

9.2.1  Retraining Melanoma Detection Algorithms for Diverse Skin Tones
If nothing is done to correct bias, it will continue to be marginalizing. Figure 9.6 demon-
strates how the case study of melanoma detection algorithms exemplifies the risks of 
continued bias with inaction. Similar to Figure 9.3, we see a perpetual cycle of bias, where 
racial bias in health care influences medical studies and datasets which feature only 
white-skinned people and cause a lack of diverse skin tones in dermatology datasets. This 
lowers the accuracy for anyone who doesn’t have light skin, which creates an algorithm 
that only detects skin cancer on light skin. This leaves dark-skinned individuals margin-
alized and perpetuates a cycle of racial bias in health care, requiring bias mitigation. 

Regardless of race or skin tone, anyone can develop melanoma, and early detection 
can be lifesaving. Hence, a technology that could aid in early detection would be benefi-
cial to everyone. The general stages of melanoma skin cancer are described in Table 9.1.

Rates of the severity of illness and risk of death are increased in people with darker 
skin. Although overall rates of diagnosis are lower, the disease is more severe. Skin 
types are described by the Fitzpatrick skin type scale (Fitzpatrick, 1975), shown in 
Figure 9.7, which also illustrates how although the risk of melanoma is less for dark 
skin, the risk of mortality from melanoma is higher. 

Figure 9.6  Perpetual bias in melanoma detection algorithms.

Algorithm for detecting
skin cancer that only
works on light skin

Lack of diverse skin
tones in dermatology

datasets

Racial bias in health care

Dark skinned people
continue to be
marginalized

Medical studies and
datasets feature only

white people
Bias in melanoma

detection algorithms

Technology does not
work for dark

skinned people
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Stage of Melanoma Survival Rate

Stage 1: in situ 99%

Stage 2: high-risk level 45%–79%

Stage 3: regional metastasis 24%–30%

Stage 4: distant metastasis 7%–19%

Table 9.1  General Stages of Melanoma and Survival Rates 
(World Cancer Research Fund, 2022)

Skin
type

Skin reaction to
sun exposure

Always burn never tan

Burns easily tans 
minimally

Burns moderatelly tans 
gradually to light brown

IV

I

II

III

Burns minimally tans to
moderatelly brown

V Rarely burns tans easily

VI
Never burns dark
pigmentation

Melanoma risk
Lethality

of melanoma

High

Low

Low

High

Figure 9.7  The Fitzpatrick skin typing test. 

(inspired by Micu, 2014 and Hu et al., 2006)

The Fitzpatrick skin typing test was developed for dermatology to study human 
skin pigmentation in response to ultraviolet (UV) light. This scale includes six catego-
ries ranging from the palest to the darkest brown skin tones.

9.2.2  The Diverse Dermatology Images Dataset 
The images in the Diverse Dermatology Images (DDI) dataset include a sampling 
across all Fitzpatrick I to VI skin tones for direct comparison of testing on images 
labeled with the lightest I/II (control group) and darkest V/VI skin tone categories. 
The DDI dataset was curated in 2022 as the first of its kind which represents diverse 
skin tones in a publicly available and pathologically confirmed dataset. This is a step 
toward allowing algorithms to aid in triaging skin diseases effectively and inclusively. 
There were no public artificial intelligence (AI) benchmarks that contained images of 
biopsy-proven malignancy on dark skin before the DDI dataset (Daneshjou et al., 
2021). Frequently used datasets for melanoma detection, including ISIC (Rotemberg 
et al., 2021), PH2 (Mendonca et al., 2013), and HAM10000 (Tschandl, 2018), do not con-
tain metadata for ethnicity or skin tone descriptors. In 2021, a review was done of 70 AI 
studies for dermatology titled “Lack of Transparency and Potential Bias in Artificial 
Intelligence Data Sets and Algorithms.” (Daneshjou et al., 2021). Most publications 
were missing information on patient skin tone, race, or ethnicity, and the dataset and 
models had not been made public (Daneshjou et al., 2021).
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The DDI dataset includes a retrospective of 656 images representing 570 unique 
patients with lesions of interest gathered from Stanford Clinics pathology reports over 
a 10-year period (Daneshjou et al., 2021). The lesions were classified as benign or 
malignant and include relevant labels for age, gender, and Fitzpatrick skin type of 
the patient. The labeling for lesion diagnosis as well as the skin tone classifications 
was cross-verified by patient follow-up records and image reviews by board-certified 
dermatologists. 

The DDI dataset was tested against three separate state-of-the-art AI algorithms 
trained to classify lesions in images as benign or malignant (Esteva et al., 2017;  
Han et al., 2020; Tschandl, 2018). The methodology for training and testing by the 
Stanford researchers is described in Daneshjou et al. (2021). Their code was made 
publicly available for further research and testing purposes (DDI Alliance, 2022). 

In the study, the three algorithms (ModelDerm, DeepDerm, and HAM 10000) were 
tested on the DDI dataset (Daneshjou et al., 2021). When comparing the subsets of 
Fitzpatrick I to II and V to VI images, all three algorithms showed better receiver oper-
ating characteristic area under the curve (ROC-AUC) performance on lighter shades of 
skin. Despite efforts to improve DeepDerm’s training methods, the performance gap 
between these subsets persisted. 

Their research assessed the sensitivity of the algorithms’ performance across skin 
tones using the DDI dataset to detect malignancies, as well as uncommon and benign 
lesions. Highlighted with their findings were listed challenges that arise when detecting 
cutaneous malignancies with AI algorithms:

	 1.	 Substantially worse performance of state-of-the-art AI algorithms on lesions on 
dark skin compared to light skin based on biopsy-proven malignancies

	 2.	 The drop-off in the overall performance of AI algorithms developed from 
previously described data when benchmarked on DDI

Commonly used visual consensus label performance from dermatologists for train-
ing AI models has differences across skin tones and uncommon conditions (Daneshjou 
et al., 2021):

–	 ModelDerm ROC-AUC on DDI dataset: 0.65 (95% confidence interval [CI] 
0.61–0.70)

–	 DeepDerm ROC-AUC on DDI dataset: 0.56 (95% CI 0.51–0.61)

–	 HAM 10000 ROC-AUC on DDI dataset: 0.67 (95% CI 0.62–0.71)

–	 ModelDerm ROC-AUC on Fitzpatrick I to II subset: 0.64

–	 ModelDerm ROC-AUC on Fitzpatrick V to VI subset: 0.55

–	 DeepDerm ROC-AUC on Fitzpatrick I to II subset: 0.61

–	 DeepDerm ROC-AUC on Fitzpatrick V to VI subset: 0.50

–	 HAM 10000 ROC-AUC on Fitzpatrick I to II subset: 0.72

–	 HAM 10000 ROC-AUC on Fitzpatrick V to VI subset: 0.57

The results for retraining the algorithms on the DDI dataset through transfer 
learning showed decreased performance as compared to the results for their original 
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test sets measured using the standard benchmarks. It was stated that performance 
limitations with these algorithms lie in the lack of diverse training data from the 
original experiment design, rather than the methods. Transfer learning has been 
used to improve medical imaging applications as well as cancer subtype discovery 
in genome sequencing (Hajiramezanali et al., 2018).

9.3 � Defining Types of Biases and Mitigation Techniques  
in ML Life Cycles

Bias in ML can cause a wide array of adverse effects including discrimination. Bias 
in ML for health care results in algorithmic bias in applications that are intended to 
help people but end up reproducing bias. For example, Black patients are reported to 
have higher medical costs for emergency visits and lower outpatient specialist costs 
than white patients (Obermeyer et al., 2019). This signifies that Black patients are 
often forced to wait until it is an emergency to get care, whereas white patients have 
the privilege of getting routine nonemergency and preventative care. Bias in health 
care is a major barrier to access to care, resulting in African Americans’ reported 
mistrust of the health care system, showing that race can directly affect health care 
(Armstrong et al., 2007; Obermeyer et al., 2019). This being the case, it is even more 
important to have ML for health care be available for Black patients to aid in triaging 
and diagnosing diseases such as skin cancer and working toward mitigating racial 
bias in general. 

At each stage of development, bias risks must be evaluated and proactively 
addressed. Following is a summary of the biases covered in this chapter: cognitive, 
evaluation, sampling, statistical, and underestimation biases. Table 9.2 summa-
rizes a brief definition, synonyms, position in the ML development life cycle, and 
mitigation methods for each bias, which are covered next. Think about how these 
biases are relevant in the case study of mitigating skin tone bias in ML for mela-
noma detection. 

Cognitive biases are reflected in ML algorithms from humans, stemming from real-
world inequity and discrimination, which can be propagated through data and result in 
predictions and decisions that are “unfair” (Angwin et al., 2022). Unfairness in ML deci-
sion making equates to prejudice or favoritism based on inherent or acquired character-
istics of an individual or group (Mehrabi et al., 2021). Sometimes, unconscious prejudices 
from health care workers and researchers can introduce bias, which leads to systemi-
cally skewed data collection, including clinical trials which are predominantly carried 
out on Caucasian male patients. 

Cognitive bias can occur at any stage of the ML development life cycle and has also 
been called social bias, historical bias, societal bias, individual bias, preexisting bias, 
negative legacy, or health care bias, as described in this chapter’s case study. Possible 
mitigation strategies could be inclusion of diversity at all levels, as well as education 
around the importance of inclusion and diversity.

Statistical bias is a built-in or naturally occurring error that indicates the amount by 
which all observed values are wrong and can come from all stages of data analysis. 
Statistical bias in ML can be easily understood in relation to simple ANNs, which 
inspired the perceptron algorithm (McCulloch & Pitts, 1943; Rosenblatt, 1958). Perceptions 
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are a form of supervised learning which uses training data to learn a link between inputs 
and outputs. 

The perceptron function is a linear binary classifier, mapping one vector consisting 
of a real value as the input represented as x to an output value of 1 or 0 represented as 
f (x). The 1 or 0 outputs classify x as a positive or negative instance of the function. 

	 ANN Perceptron: f (x) = {1 if w * x + b > 0; 0 otherwise.	 (9.1)

The bias b in Eq. 9.1, also known as the bias of an estimator, should not be confused 
with the cognitive bias as described earlier. To calculate the estimator bias, you take the 
mean of estimated differences by adding up the errors in each estimate and compare 
them to the true values of the parameter being estimated, then divide by the number of 
estimates. The ultimate goal is to have a low-bias estimator with low variance in the 
predicted outcomes.

The bias added to the perceptron equation in Figure 9.8, is used to shift the decision 
boundary away from the starting point (origin), improving the accuracy of our calcula-
tions and predictions.

Statistical bias is found when the expected value of the results differs from the 
true value being estimated. Statistical bias occurs in all stages of the ML pipeline, 
including data selection, hypothesis testing, estimator selection, analysis, and inter-
pretation. The bias of an estimator (or bias function) here represents the difference 
between estimated and actual values. Understanding this bias is useful because it 
tells us if our model is flexible enough to be able to calculate the average true relation-
ship between weighted variables. Techniques for mitigating the error associated with 
statistical bias include in preprocessing and increasing the size of the dataset for train-
ing in order to reduce variability. Or, during training, you can incorporate a loss func-
tion, known as taking the mean square error (MSE), in order to reduce statistical bias 
and variance simultaneously. 

Sampling bias occurs in preprocessing, where results from the dataset are nonrep-
resentative of the population of the intended application. For example, with only white 
skin images being utilized to train the algorithm that designed is for a broader, more 
diverse population (Adamson & Smith, 2018; Vokinger et al., 2021). 

Input Output

Perceptron equation
without statistical bias

Perceptron equation
with statistical bias

Input Output

Statistical bias

w

b

xx f(w*x) f(w*x + b)
w

Figure 9.8  Perceptron equation with and without statistical bias.
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Parallel ML Bias History: Similarly to the example of melanoma detection algo-
rithms, in a study of facial recognition by Joy Buolamwini and Timnit Gebru, 
fewer cases of humans with darker faces were found in the ImageNet dataset, 
and an underlying sampling bias existed in the resulting models which were 
trained on it (Buolamwini & Gebru, 2018). When facial recognition was first 
developed, it lacked training on dark-skinned women and testing on bench-
marks with similar non-inclusiveness. In order to mitigate sampling bias, one 
approach would be to create processes for tracking changes in social norms 
and the escalation of potential harm resulting from ML biases that would be 
established.

Evaluation bias can be introduced when a model is trained and evaluated on a 
dataset that uses inappropriate, vague, nondescriptive, and/or noninclusive perfor-
mance metrics and thus is nonrepresentative of the population (Van Giffen et al., 2022) 
This can lead to overestimation and inaccuracies in the postprocessing stage. Some 
mitigation methods could be the use of inclusive datasets for training and testing the 
algorithm and relabeling data to match the truth. 

Underestimation bias occurs when a model underfits the data and is not able to 
generalize to unseen data. Factors contributing to underestimation bias include 
limitations in the training data such as class imbalances and underrepresented cat-
egories, as well as model capacity issues such as irreducible error (Blanzeisky & 
Cunningham, 2021).

Regularization methods are used to reduce error in generalization by reducing 
model complexity to control for variance which leads to overfitting and underfitting of 
the algorithm. Model complexity can be reduced by limiting the number of nodes in the 
hidden layer or adding a penalty term in the loss function. Excessive use of regulariza-
tion mechanisms in the case of an algorithm overfitting can overcorrect and result in 
underfitting or underestimation of predictions. Underestimation is influenced by exces-
sive regularization mechanisms for bias and variance of a model.

Mitigation of underestimation bias can and should be addressed in all steps of the 
ML development life cycle. During preprocessing, the sample size of the minority 
group data can be increased to reduce class imbalances and underrepresented catego-
ries. During in-processing, cost-sensitive learning algorithms can be applied for 
imbalance classification. Cost-sensitive techniques may be divided into three groups, 
including data resampling, algorithm modifications, and ensemble methods. A spe-
cific example of algorithm modification includes considering underestimation in 
hyperparameter tuning. During postprocessing, underestimation bias may be miti-
gated by adjusting the optimal threshold value for the minority group. Table 9.2 
describes the types of bias which were found and mitigated in the Stanford DDI 
research for skin cancer detection.

Biases in ML often occur due to limitations in the model and development process 
listed in Table 9.3. Understanding the limitations can help researchers and end users 
take steps to identify biases and mitigate them in each stage of the ML development life 
cycle. 
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Type of Bias
Example: Melanoma  
Case Study

Mitigation Methods in 
Melanoma Case Study

Evaluation bias Algorithm trained and tested on 
light skin, does not represent the 
whole population

Use of datasets with diverse skin 
tones for training and testing the 
algorithm 
Retraining with the DDI dataset

Statistical bias Higher false negatives for 
cancerous cells on dark skin tones 
Low accuracy of positive 
melanoma detection on dark skin

Increased size of the dataset for 
training 
Retraining with the DDI dataset
Reduce statistical bias alongside 
variance in data by including a loss 
function (aka MSE) 

Cognitive bias Historical studies done on only 
white individuals for skin cancer; 
dermatology textbooks rarely show 
nonwhite skin

Inclusion of diversity at all levels; 
education around the importance 
of inclusion and diversity 
Education for health professionals 
and individuals regarding the 
prevalence of melanoma and 
implications for dark-skinned 
patients

Sampling bias Previous datasets only 
represented light skin, omitting 
anyone with dark skin

Retrain algorithm on Diverse 
Dermatology Images (DDI) dataset

Table 9.2  Types of Bias in Melanoma Detection and Mitigation Methods

Limitation Description Correlated Bias(es)

Constrained 
time budget

Time and cost required to train machine 
learning models accurately can be high

Evaluation bias, sampling 
bias, statistical bias, labeling 
bias

Requires large 
datasets

Unable to learn from limited training 
examples

Sampling bias, statistical bias

Vanishing 
gradient

More layers than needed can lead to 
degradation of accuracy (saturation)

Statistical bias, 
underestimation bias

Not 
generalizable

Knowledge from one task can only be 
transferred to similar tasks

Underestimation bias

Lacks 
understanding

No commonsense knowledge of the 
world or the data it is being trained on

Cognitive bias

Lacks creativity 
or imagination

Not useful for tasks beyond 
classification or dimensionality 
reduction on their own

Cognitive bias

Table 9.3  Limitations of Machine Learning Models and Correlated Bias
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9.4  Machine Learning Fairness
Fairness in ML can primarily be achieved through algorithmic fairness strategies and 
techniques. Algorithmic fairness is a mathematical attempt to obtain better outcomes in 
order to treat different groups equally. 

Mitigation of bias in ML models often begins with understanding and implement-
ing the previous methods when appropriate throughout the ML development life cycle 
including data collection, data processing, model training and evaluation, model 
deployment, and continuous improvement. This chapter describes strategies for miti-
gating bias at every stage of the ML development life cycle as depicted in Figure 9.9.

•	 Preprocessing bias mitigation techniques attempt to remove discrimination by 
adding more data or modifying the available training data. 

•	 In-processing bias mitigation techniques affect the algorithm itself and the 
learning procedure by imposing constraints, updating the objective function, or 
regularization. 

•	 Postprocessing bias mitigation techniques may be implemented following model 
deployment or during the re-evaluation period in which adjustments are made 
to the model decision thresholds or the model output, including relabeling.

Technical mitigation methods should be complemented with nontechnical mea-
sures, for example, combating both cognitive bias and bias in the data, such as statistical 

Medical
understanding

Data
understanding

Data selection
• Representation bias
• Self-selection bias
• Measurement bias
• Temporal bias
• Sampling bias
• Evaluation bias

Data collection
• Historical bias
• Measurement bias

Postprocessing
bias mitigation

• Modify decision
 thresholds
• Adjust model 
 outputs
• Relabeling

Model deployment
• Population bias
• Aggregation bias
• User-interaction 
• Bias

Evaluation

In-processing bias
mitigation

• Adversarial dibiasing
• Data regularization
• Fairness contraints

Data
preparation

DataDeployment Preprocessing
bias mitigation

• Resample previous 
 data
• Introduce new dataModeling

Model training 
and evaluation

• Algorithmic bias
• Social bias
• Evaluation bias
• Statistical bias

Figure 9.9  ML life cycle with bias indicators and mitigation techniques. 

(inspired by Herhausen & Fahse, 2022; Huang et al., 2022; and van Giffen et al., 2022)
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and evaluation bias. Before attempting to apply bias mitigation techniques, it is impera-
tive to understand the sources and types of bias that may occur. 

9.5  Chapter Summary
Whether biases in ML for health care are coming from systemic marginalization and 
social institutions (cognitive biases) or from flaws in the data or algorithm (statistical, 
estimation, sampling, and underestimation biases), sometimes they are easily detected 
and countered, but in many cases biases are hidden and untraceable (Starke et al., 2021). 
ML technology benefits those who are represented in the training data for a health care 
algorithm, leading to a loss of equity in treatment (sampling bias). Inequities are exem-
plified by the composition of training data for algorithms (Pot et al., 2021). Many health 
care professionals and researchers utilize the labels “black” and “white,” terms that 
carry a particular cultural meaning, which are “not neutral, descriptive categories to 
classify people” and are “intrinsically entwined with the history of racism” (Pot et al., 
2021). These terms influence how patients are treated. 

As demonstrated through various research, including the DDI case study, bias in 
ML is a ubiquitous and challenging problem. Most bias is introduced unintentionally 
and can be very difficult to detect, and changes can trigger ML biases during operation 
or through retraining, feedback loops, or by the application context changing (Van 
Giffen et al., 2022). Whether or not to include race or skin tone in the metrics that are 
programmed into algorithms used to aid in health care is very situationally dependent. 
In the case of skin cancer, which presents differently on different skin tones, it is impor-
tant that the algorithm is not “color blind.”

Previous to the DDI dataset, all the major melanoma detection algorithms were 
flawed based on limited datasets. The perpetual bias of ML diagnostic systems would 
be harmful without the inclusion of diverse skin tones in the initial datasets. If bias is 
appropriately mitigated, diagnostic technology can be available to everyone and help 
save lives through accurate, early detection of skin disease. As we move forward using 
more advanced and involved ML systems in health care, it is vital to have better 
research, data, and practices which work toward inclusivity.

There are also researchers creating AI-generated images of skin lesions which not 
even dermatologists can recognize as different from real images (Figure 9.10). Is this a 
possible solution?

Figure 9.10  Computer-generated images of melanoma lesions. 

(Kvak et al., 2023)
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It is complex, cumbersome, and sometimes impossible to control for all types of bias 
in the dataset curation stage, but building models that incorporate algorithmic fairness 
is optimal considering the availability of data (Adeli et al., 2021). Bias-free ML does not 
exist, nor is there a panacea for all ML biases. Bias can result from many sources, includ-
ing people, data, algorithms, or application processes, and can occur throughout the 
entire project.

Chapter Glossary

Term Definition

Artificial neural network 
(ANN)

An algorithm that maps inputs from the dataset to outputs for 
problems like regression or classification, iteratively using a set 
of weights calculated at each node in the network and taking the 
summation of those weights through an optimization algorithm.

Conditional statistical 
parity

States that people in both protected and unprotected (e.g., female 
and male) groups should have equal probability of being assigned to 
a positive outcome given a set of legitimate factors.

Decision tree (DT) A graphical representation of a decision-making process that 
uses a tree like model of decisions and their possible outcomes. 
(GeeksforGeeks, 2023)

Demographic parity Also known as statistical parity, the likelihood of a positive outcome 
should be the same regardless of whether the person is in the 
protected (e.g., female) group. 

Equal opportunity The probability of a person in a positive class being assigned to a 
positive outcome should be equal for both protected and unprotected 
(e.g., female and male) group members (equal true positive rates). 

Equalizing odds Check if, for any particular label and attribute, a classifier predicts 
that label equally well for all values of that attribute. (Machine 
Learning Glossary, n.d.)

Fairness in relational 
domains

Captures the relational structure in a domain not only by taking 
attributes of individuals into consideration but also by taking into 
account the social, organizational, and other connections between 
individuals.

Fairness through 
awareness

An algorithm is fair if it gives similar predictions to similar individuals 
(based on distance on a graph).

Fairness through 
unawareness

An algorithm is fair as long as any protected attributes are not 
explicitly used in the decision-making process.

Irreducible error Also known as Bayes error. The lower limit of the error that you can 
get with any classifier. A classifier that achieves this error rate is an 
optimal classifier. (Wehbe, 2019)

Overfitting A concept in data science that occurs when a statistical model fits 
exactly against its training data. When this happens, the algorithm 
unfortunately cannot perform accurately against unseen data, 
defeating its purpose. (What is underfitting?, n.d.)

Supervised learning A subcategory of machine learning and artificial intelligence that 
uses labeled datasets to train algorithms that classify data or predict 
outcomes accurately. As input data is fed into the model, it adjusts 
its weights until the model has been fitted appropriately. (What is 
supervised learning?, n.d.)

(Continued )

09_Berry_Ch09_p137-156.indd   151 22/07/24   11:44 AM



	 R e c t i f i c a t i o n  o f  M L  B i a s  i n  H e a l t h  C a r e  D i a g n o s t i c s 	 153	 152	 C h a p t e r  N i n e

Term Definition

Treatment equality When the ratio of false negatives and false positives is the same for 
both protected group categories.

Underfitting A scenario in data science where a data model is unable to capture 
the relationship between the input and output variables accurately, 
generating a high error rate on both the training set and unseen 
data. It occurs when a model is too simple, which can be a result 
of a model needing more training time, more input features, or less 
regularization. (What is underfitting?, n.d.)

Unsupervised learning Uses machine learning algorithms to analyze and cluster unlabeled 
datasets. These algorithms discover hidden patterns or data 
groupings without the need for human intervention.
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End of Chapter Questions
Match questions 1 to 5 with answers a to e.

	   1.	 What is sampling bias?

	   2.	 What is evaluation bias?

	   3.	 What is statistical bias?

	   4.	 What is cognitive bias?

	   5.	 What is underestimation bias?

		 a.	 When a model is trained and evaluated using a dataset that is nonrepresentative

		 b.	 Results from the dataset are nonrepresentative of the population of intended use

		 c.	� A built-in or naturally occurring error that indicates the amount by which all 
observed values are wrong

		 d.	 Human bias that can result in predictions and decisions that are “unfair”

		 e.	 When a model underfits the data and is not able to generalize to unseen data

	   6.	 How do algorithms differ from humans in decision making?

	   7.	 What are the recommended actions for mitigating bias in ML? (Select all correct 
answers.)

		 a.	 Bias risks must be evaluated and proactively addressed at all stages

	 	b.	 Must document assumptions and decisions regarding ML applications

	 	c.	 �Processes to discover bias proactively must be established during development 
and implementation

	 	d.	 �Establish processes for tracking changes in social norms and the escalation of 
potential harm resulting from ML biases

	 	e.	 �Include end users in the co-development and prototyping of ML applications for 
transparency

	 	f.	 All of the above

	   8.	 True or False: People with melanated skin can’t get skin cancer. 

	   9.	 What are the ABCDE procedure characteristics for identifying melanoma?

	 10.	 What ML processes are used in melanoma detection?

	 11.	 Why is it important to train AI algorithms for melanoma detection on a diverse skin 
tone dataset?
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Question: What overarching tools and concepts should you use when attempting to yield equi-
table outcomes in social and ecological (socioecological) systems?

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Understand how the Wells-DuBois Protocol helps to achieve systemic equity 

•	 Apply a machine learning (ML) approach to a socioecological dataset
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•	 Evaluate the bias or inequity of artificial intelligence (AI) and ML datasets in 
socioecological systems using the Wells-DuBois protocol

•	 Remember that there is a need to further refine systemic equity approaches in 
AI/ML applications 

Chapter Overview
This chapter begins by introducing a key equity framework (i.e., the systemic equity 
framework) and tool (i.e., the Wells-DuBois protocol) for mitigating bias or avoiding 
inequities in AI and ML activities. It then provides explanation and coding details for 
an ML-clustering application case that involves food systems and race/ethnicity as the 
socioecological context. The application of the Wells-DuBois protocol follows with 
examples for how to answer its questions. The chapter then moves to a conclusion with 
a discussion on pertinent equity-centered challenges and future directions. Lastly, 
several chapter problems are provided to assist with concept retention. The overall 
learning objective of this chapter is to effectively evaluate the bias or inequity of AI and 
ML datasets in socioecological systems. 

10.1  Introduction 
There are many entry points into AI and ML. Nonetheless, this section provides intro-
ductory material on some key AI and ML applications that interact with social equity. 
The primary learning objective of this section is to gain a general understanding for 
how AI and ML can yield bias or inequity in social and ecological (i.e., socioecological) 
systems. 

10.1.1  Understanding AI and ML Use in Socioecological Systems 
Recent decades have seen the integration of AI and ML into various dimensions of 
modern socioecological systems, commerce, and countless sectors that leverage 
advanced technologies (Akter et al., 2022; Özyüksel Çiftçioğlu & Naser, 2022). AI refers 
to the intelligence demonstrated by computational algorithms that mimic human-like 
intelligence. ML, on the other hand, is a subset of AI that uses continuous learning 
methodologies to solve complex problems.

The surfacing of sophisticated data techniques has unlocked new potential for inno-
vation and novel research applications (Borana, 2016; Das et al., 2015; Nadimpalli, 2017), 
but those leveraging these techniques must acknowledge the biases and flawed out-
comes that can be produced when using data-centered tools and models. Bias—or ineq-
uity, which will be used interchangeably throughout this chapter—generally refers to 
unfair outcomes in AI and ML applications across factors such as problem formation, 
sociodemographic subgroups (e.g., race, ethnicity, and socioeconomic status), model 
design and outcomes, and interpretation. There are more details on bias and socioeco-
logical inequity in Section 1.2. 

Accurate forecasting, modeling, and artificial replications of human-like systems 
that synthesize data better than humans are only a sample of the possibilities with 
AI/ML (Weerasuriya et al., 2021). Despite the benefits, roadblocks exist in unlocking 
equitable and human-centered AI tools (Akter et al., 2022). These tools have been found 
to perpetuate the biases of their training sets since they are trained by human-selected 
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data (Balayn et al., 2021; Leavy, 2018; Tae et al., 2019), yielding biased outcomes that 
impact our socioecological systems (Donati et al., 2022; Galaz et al., 2021; Green, 2018). 
These computationally driven inequities have tangible impacts on society. 

10.1.2  Examples of Socioecological Inequity and Bias
One example of how data-driven techniques can yield inequity in socioecological sys-
tems is at the nexus of health and nutrition. Bias can manifest in the dietary compo-
nents and energy intake reporting of the National Health and Nutrition Examination 
Survey (NHANES) (Moshfegh et al., 2008; Steinfeldt et al., 2013). The U.S. Department 
of Agriculture’s Automated Multiple Pass Method is the data collection technique that 
informs the NHANES; however, it remains unclear how the information pertaining to 
a broader spectrum of race and demographic factors was collected (Pannucci et al., 2018). 
It follows that human behavior within the food system varies across sociodemographic 
subgroups (Bozeman et al., 2020), making it necessary to integrate sociodemographic 
considerations when attempting to be fair and equitable. 

There are several other socioecological examples in this regard. For instance, digital 
twins are virtual proxies of a real and physical system that is updated in real time, pow-
ered by ML, and is helpful for tracking and decision making (Onile et al., 2021). This 
technology has the potential for use in energy demand management to ensure sustain-
able energy generation and distribution for consumers (Huang et al., 2022). Although 
this is a novel way of ensuring consumer-driven utility delivery, data collected about 
energy use may exclude customers’ sociodemographic attributes (de Ayala et al., 2020; 
Bozeman, Chopra et al., 2022). 

AI tools have the potential to serve users across a variety of other products and 
disciplines but run the risk of inequitable outcomes if mismanaged. Facial recognition 
is one of the more common and controversial uses of AI technology (Andrejevic & 
Selwyn, 2020; Brey, 2004; Buolamwini & Gebru, 2018). Several products intended for 
photograph classification and organizing have delivered distressing results to users 
within recent years, such as Google Photos’ 2015 incident where African American 
users were categorized as “gorillas,” along with reports that the same application was 
classifying white users as dogs and seals (“Google apologises for Photos app’s racist 
blunder,” 2015). These incidents exemplify insensitive and inequitable outcomes due to 
a lack of sociodemographic consideration in facial recognition modeling activities 
(Daugherty et al., 2019; Murray et al., 2020; Turner Lee, 2018). 

10.1.3  Clustering in ML for Model Outcome Assessment
Clustering is an unsupervised ML application that groups data into different classes or 
categories. These categories can be predefined (i.e., before model deployment) or later 
defined as data associations reveal themselves. Put more simply, clustering groups data 
elements as the machine “learns” about the similarities and differences of these data. 
This feature allows for the detection of patterns that might otherwise be missed. 

Clustering, as a visualization tool, has been used to assess bias and equity in model 
outcomes. Some examples include the forecasting of education levels in Twitter users 
(Florea & Roman, 2021) and the analysis of cultural bias in an opinion-based survey on 
university students’ individual learning experiences (Owsiński et al., 2022). ML appli-
cations are inherently flawed if they perpetuate societal inequities or create isolating 
experiences. An accumulation of these occurrences has led to research on how to mitigate 

10_Berry_Ch10_p157-176.indd   159 22/07/24   11:45 AM



	 A p p l y i n g  t h e  W e l l s - D u B o i s  P r o t o c o l 	 161	 160	 C h a p t e r  T e n

or avoid these inequities. The tools and concepts discussed in the subsequent chapter 
sections are inspired by these types of findings.

10.1.4  Basic Concepts and Definitions
Socioecological system: A system that involves both social and ecological components.

Systemic equity: A comprehensive framework that helps to mitigate inequitable 
outcomes and can only be achieved when distributive, procedural, and recognitional 
equities are addressed simultaneously and over an extended period.

Wells-DuBois protocol: A checklist and tool made up of seven components and three 
categories that helps to achieve systemic equity by identifying and assessing biases in 
AI/ML applications.

10.2  Equity Framework and Tool Application
In this section, we overview a key equity framework and tool that, when administered 
together, can help mitigate or minimize inequities in the application of AI/ML 
approaches. Furthermore, this framework and tool are applied to an ML-clustering 
scenario. The learning objectives are to remember the three core components of systemic 
equity, understand how the Wells-DuBois protocol can be used as a tool to help achieve 
systemic equity, and learn how to apply the Wells DuBois protocol in an ML context. 

10.2.1  The Systemic Equity Framework
The integration of equity-centered frameworks and tools can help technologists and 
decision makers identify bias within data and model outcomes. Identification is the 
first step toward mitigating or preventing inequitable outcomes in AI/ML applications. 
Systemic equity, a comprehensive framework that helps to mitigate inequitable out-
comes (see Figure 10.1), can only be achieved when distributive (i.e., the act of providing 
tangible resources to a person or group in an unbiased and fair manner), procedural 
(i.e., the act of employing decision-making activities that facilitate the allocation of 
resources in an unbiased and fair manner), and recognitional equities (i.e., addressing 

ProceduralRecognitional

Aspirational

Systemic

Distributive

Exploitation Ostensible

Figure 10.1  Schematic of the systemic equity framework.
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the psychological, emotional, and cultural needs of the systematically marginalized 
where bias and disadvantage are embedded or evident) are addressed simultaneously 
and over an extended period (Bozeman, Nobler et al., 2022; Howard, 2016). 

Ineffective equities or the two application unions (i.e., exploitational, ostensible, 
and aspirational equities) of the systemic equity framework are now explained. As 
observed in Figure 10.1, ostensible equity presents itself when only distributive and 
procedural equities are met but recognitional equity is not. Aspirational equity 
occurs when procedural and recognitional equities are met but distributive equity is 
not. Lastly, exploitational equity—the third ineffective-equity categorization of this 
framework—manifests when both distributive and recognitional equities are met but 
procedural equity is not. In practice, systemic equity solutions may fall into one of these 
ineffective-equity categories at various junctures. 

10.2.2  The Wells-DuBois Protocol
Technologists, decision makers, and the like must take a proactive and comprehensive 
approach in an effort to achieve systemic equity. The Wells-DuBois protocol is an apt 
tool and checklist for doing this (Monroe-White & Lecy, 2022). Named after two pio-
neering historical social activists and race-conscious data scholars, W.E.B. DuBois and 
Ida B. Wells (Monroe-White, 2021, 2022), it assesses if sociodemographic biases are 
qualified for when data science methodologies are employed. The Wells-DuBois proto-
col has seven components that are grouped into three categories (see Table 10.1).

The application of the Wells-DuBois protocol is simple. To apply it, answer the 
questions in Table 10.1 before incorporating data into any AI/ML model and adjust 
modeling activities accordingly. Following this protocol could prevent the need for 
tedious and time-consuming adjustments post model deployment. Furthermore, this 
protocol can be used to examine the equitability of existing applications.

10.2.3  Similarities and Differences with Other Equity Tools
The Wells-DuBois protocol and systemic equity framework share similarities with 
other initiatives, such as the data equity framework and Washington State’s Pro-Equity 
Anti-Racism (PEAR) Plan & Playbook, in their commitment to addressing systemic 
biases with an equity-centered approach (Krause, 2017; PEAR, 2022). However, there 
are differences between these frameworks. While the data equity framework and 
PEAR Plan & Playbook prioritize data equity, social determinants of equity, and anti-
racism efforts more broadly, the Wells-DuBois protocol and systemic equity frame-
work take a more comprehensive approach, providing a detailed methodology for 
achieving systemic equity across multiple domains, including data, models, and decision-
making processes.

A limitation of the data equity framework and PEAR Plan & Playbook is their lack 
of explicit guidance on evaluating and addressing bias in decision-making processes 
beyond the data itself. In contrast, the Wells-DuBois protocol and systemic equity 
framework address this gap by providing a more comprehensive approach that includes 
procedural and recognitional equities. Furthermore, while all four frameworks and 
tools prioritize some aspect of subpopulation inclusion, the Wells-Dubois protocol 
places a stronger emphasis on identifying subpopulation harm across all levels of the 
data use process, such as collection, algorithmic creation, and output review, which 
distinguishes it from the others.
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To move toward systemic equity in AI/ML applications, one needs to first acknowl-
edge, identify, and then try to mitigate biases present in the socioecological datasets of 
associated models. This can be done by employing the Wells-DuBois protocol. In the 
following sections, we overview the ML method of clustering and show how the Wells-
DuBois protocol should be applied.

10.2.4  Section Summary
In this section, a key equity framework (i.e., the systemic equity framework) and tool 
(i.e., the Wells-DuBois protocol) that can help mitigate bias and inequities in the 
application of AI/ML approaches were reviewed. Then, it explained some of the sim-
ilarities and differences with other equity tools (i.e., the data equity framework and 
Washington State’s PEAR Plan & Playbook). As for learning objectives, this section 
provides understanding for how the Wells-DuBois protocol helps to achieve systemic 
equity. 

10.3  Clustering Overview and Application
ML tools (e.g., clustering, neural network modeling, sentiment analysis, and natural 
language processing) involve complexities ranging from challenges in syntax and 
coding, to understanding the nuances of algorithmic purpose, and data visualization. 
Clustering, one of these ML tools, can be used for model outcome analysis, as previously 
mentioned. Clustering is therefore used given its relative ease in data visualization 

Bad Data

Inadequate Data
Do the data overlook, erroneously represent, or systemically exclude a subpopulation?
Tendentious Data
Do the data represent the subjectivity or impartiality of humans? How does this bias affect 
the intended outcomes?

Algorithmic Bias

Harms of Identity Proxy
Could the model treat a particular demographic differently, even without explicit identity 
markers?
Harms of Subpopulation Difference
Are algorithmic outcomes disparate across respective subgroups?
Harms of Misfit Models
If the models are predictive, have you examined their accuracy by subpopulation to ensure 
performance is not significantly different? Specifically, what is your value orientation and what 
are the public/social implications of this work?

Human Intent

Do No Harm
What are your goals and intended outcomes? Is any ill intent involved?
Harms of Ignorance
What are the unintended consequences of your work? How can your results be manipulated 
to abuse or harm?

Table 10.1  The Wells Du-Bois Protocol
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and concept comprehension. Furthermore, this relative ease in visualization is effec-
tive in identifying implicit and overt bias. 

Now, to overview how clustering applications work. The first step in finding a rela-
tionship between data points is calculating the correlation between the n number of 
variables in a dataset. Correlation is the statistical estimation of the relational proximity 
between variables. This estimation can be positive or negative. A positive correlation 
means that as one variable changes in a direction, the other variable positively corre-
lated to it will also change in the same direction. A negative correlation implies the 
opposite: as one variable changes in a direction, the other variable negatively correlated 
to it will change in the opposite direction. This produces a quantitative correlation 
between two or n number of variables.

Clustering also allows for a qualitative analysis of a dataset by visually plotting 
data points. This is practically performed by using, for example, the scatter() function in 
MATLAB or the plt.scatter() function in Python. Through these scatter plots, visible clus-
ters or groups can be evaluated directly or undergo further analysis. 

In situations where groupings are not distinct enough, clustering algorithms such 
as k-means, hierarchical, or density-based spatial clustering of applications with noise—
also known as DBSCAN—can be applied (Tyagi, 2021). The basic mechanism for how 
each algorithm creates clusters differs and can vary in terms of their performance 
(Rodriguez et al., 2019). When the dataset is too complex or noisy for efficient clus-
tering, it is customary to apply principal component analysis (PCA). PCA dimen-
sionally reduces large and noisy datasets while preserving important information 
(Jaadi, 2021). 

It is important to note that PCA use, in clustering and other ML applications, has 
been a subject of debate for many years. PCA effectively diminishes certain aspects of a 
dataset to emphasize others, potentially creating linear combinations (Everitt et al., 
2011). For example, PCA use in facial image clustering can produce varying results on 
the same image due to differentiating interpretation of information in the presence of 
noisy data (Lam & Choy, 2019). On the other hand, PCA has been shown to be useful in 
removing noisy data to reveal outcomes that would otherwise be less apparent or hid-
den. For instance, PCA and clustering have been effective investigation tools in socio-
ecological contexts such as food systems and human gene grouping (Ben-Hur & Guyon, 
2003; Li et al., 2019; Miller et al., 2020). Further discussion on these matters is outside the 
scope of this chapter; however, understanding the implications of PCA use is key for 
more advanced applications.

10.3.1  A Socioecological Example on Food Spending
Data from the Consumer Expenditure (CE) survey of the U.S. Bureau of Labor Statistics 
(USBLS) serves as an ideal socioecological dataset (USBLS, 2022). This survey’s data 
provide information on spending—or expenditures, income, and other demographic 
factors for consumers in the United States. Among other features, it breaks down the 
amount of U.S. dollars spent on major food items by socioeconomic status, race, educa-
tion level, and gender. Looking at the 2021 income survey tabulation, there were 133,595 
customer interviews and diary entries (i.e., individually written records) (USBLS, 2022). 

As explained earlier, using clustering for analysis on such a demographically 
diverse dataset could yield biases or inequitable outcomes, whether wittingly or 
not. This is certainly the case for socioecological systems that involve factors such as 
economic and food-energy-water implications (Bozeman et al., 2019; Bozeman et al., 
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2020). The main purpose of this subsection is to visualize how bias might emerge 
through clustering this CE dataset using MATLAB.

10.3.2  Visualization and Initial Analysis
As with most large datasets, it is important to perform an initial analysis before pro-
ceeding with more involved clustering applications. We did so by applying a basic cor-
relation function on the 335 columns and approximately 2,965 rows of CE survey data 
that we attained from USBLS (2022). As anticipated, given the size of this dataset, there 
was no statistically viable correlation between columns. This indicated that analysis 
beyond the initial correlation should be performed. Specifically, we moved to an initial 
qualitative analysis via scatter plot visualization using MATLAB. 

To assist our qualitative effort of scatter plot visualization, we manually selected 
columns that would be meaningful for this socioecological analysis by using the find-
ings from (Bozeman et al., 2019). This previous study on U.S. food consumption impact 
rates across racial/ethnic (i.e., Black, Latinx, and white) and socioeconomic subgroups 
found that the average household income was correlated to racial/ethnic subgroups. It 
found that households that spend a higher proportion of their annual income on food 
(i.e., Black and Latinx households comparatively) are more likely to purchase cheaper, 
energy-dense, and less environmentally friendly food products. It follows that we 
selected food expenditures and annual individual income as the focal data point cate-
gories. After manually selecting these two categories with individual customer IDs, 
racial identity was selected as a scatter plot grouping factor (see Figure 10.2).
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Figure 10.2  MATLAB scattering of food expenditures vs. individual annual income for a select 
group of interviewers. Here, 1–6 represents the different racial groups (i.e., 1 – White, 2 – Black, 
3 – Native American, 4 – Asian, 5 – Pacific Islander, and 6 – Other races).
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Figure 10.2 illustrates the first qualitative scatter plot for analysis. There are three 
observations worth highlighting: (1) most cluster points are of race 1 – Whites, (2) no 
clear groups are formed, and (3) most cluster points concentrate at the x-y-axis point—
the lower-left corner of the plot. This initial scatter plot is important to establish before 
progressing toward more involved clustering applications. 

Prior to employing PCA for more effective cluster administration, we selected indi-
vidual annual income, education level, and total food expenditures as focal points per 
the guidance of Bozeman et al. (2019). As was the case in the initial scatter plot effort, 
race was chosen as the grouping factor for the clusters. Next, PCA was applied. We 
visualized the cluster of this refined dataset without race as a factor (see Figure 10.3a) 
and with race as an additional PCA factor (see Figure 10.3b) to preliminarily assess for 
bias in this regard. In terms of generic syntax, the data was represented as shown:

•	 PCA without race column

X = [annual_income, education_lvl, tot_food_exp]

•	 PCA with race column

X = [annual_income, education_lvl, tot_food_exp, race_ref]

Looking at Figure 10.3, one can observe that there are no clear differences between 
these two cluster visualizations. This shows that clustering scatter plots, in general, 
does not necessarily produce apparent or obvious indications of bias or inequity. How-
ever, findings from Bozeman et al. (2019) suggest otherwise. 

To explore this dataset and its embedded biases further, we used an inbuilt clus-
tering methodology in MATLAB. For clarity, a sample code is presented next for 
potential reproduction. Please note that guidelines to reproduce similar code in 
Python are provided after this sample code. The maximum number of clusters was set 
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Figure 10.3  MATLAB-PCA scattering (a) without race and (b) with race, where racial groups 1 through 6 
match that of Figure 10.2.
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to six here to match the six racial groupings. It is also worth stating that, even when 
applying the exact same code, it is important to ensure ML applications have all the 
required functionalities (e.g., software updates, computer visualization capabilities, 
and the like). 

Sample MATLAB code:

X1=[X(1:2952,1) X(1:2952,2) X(1:2952,4)] 	� %[annual_income, education_lvl, 
food_exp]

pca_comp=pca(X1’)	� %conducting PCA on selected 
columns

y=categorical(X(1:2952,3))	� %refers to race_ref; categorically 
assign labels (race)

gscatter(pca_comp(:,1),pca_comp(:,2),y)	 %plot scatter of PCAs and labels

T = clusterdata(pca_comp,’Linkage’, 
’ward’,’SaveMemory’,’on’,’Maxclust’,6);	 %clustering tool

scatter(pca_comp(:,1),pca_comp(:,2),10,T)	� %plot clusters made using 
clustering tool

		�  %now conducting similar analysis 
but with addition of race column

pca_comp=pca(X(1:2952,1:4))’)	 %performing PCA over all 4 columns

gscatter(pca_comp(:,1),pca_comp(:,2),y)	 %plot scatter of PCAs and labels

T = clusterdata(pca_comp,’Linkage’, 
’ward’,’SaveMemory’,’on’,’Maxclust’,6);	 %clustering tool

scatter(pca_comp(:,1),pca_comp(:,2),10,T)	� %plot clusters made using clustering 
tool

A similar code in Python would use libraries like numpy and matplotlib.pyplot. In 
Python, inbuilt PCA syntax and tools like plt.scatter(pca_comp[:,0], pca_comp[:,1], c=y), 
PCA(n_components=2).fit_transform(X1.T), AgglomerativeClustering(n_clusters=6, linkage= 
’ward’), and cluster.fit_predict(pca_comp) could be used to produce similar results.

It is evident that there are differences between Figure 10.4a and 10.4b, unlike in 
Figure 10.3’s case. This suggests that the addition of race as a factor in the MATLAB-
PCA clustering administration does change clustering outcomes compared to the plots 
of MATLAB-PCA scattering (refer to Figure 10.3). There are two observations worth 
emphasizing here: (1) the overall cluster sizes have changed across racial groups 1 
through 6 when comparing Figure 10.4a to Figure 10.4b and (2) the planar (i.e., x-y-axis) 
location of the clusters has shifted (e.g., view the difference in location of the yellow 
cluster in Figure 10.4a and Figure 10.4b).

These three visualization approaches (i.e., MATLAB scattering, MATLAB-PCA 
scattering, and MATLAB-PCA clustering) produced varying results when presented 
with the same foundational dataset and problem. This suggests that more than simply 
applying ML methodology is needed when sociodemographic factors are present. 
Moreover, it exemplifies why equity-centered frameworks and tools are so important 
to employ in socioecological settings whether biases are apparent or not. These factors 
are vital when developing governmental policies or behavioral interventions that 
rely on datasets which embed sociodemographic information. An example of the 
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same is discussed in the next section while exploring the application of the  
Wells-DuBois protocol.

10.3.3  Section Summary
In this section, the ML clustering approach was reviewed. Then, it explained how to 
apply this approach by providing explicit code in the MATLAB and Python languages. 
Illustrations were provided to show how the dataset application was visualized. 
This section provides guidance on how to apply an ML approach to a socioecological 
dataset.

10.4  Applying the Wells-DuBois Protocol 
To explore an application of the Wells-DuBois protocol, let’s consider our clustering 
example as the foundation for a policy designed to subsidize nutritious and sustainable 
foods. Subsidies are a common public policy tool used to incentivize or encourage cer-
tain actions. For example, providing financial assistance to qualifying households or 
directly discounting healthy inventory for stores in low-income neighborhoods can 
serve as a subsidy for nutritious and sustainable foods. Given further model analysis 
and forecast application, the results of our clustering example can serve as guidance for 
how to effectively initiate such a policy by, for example, identifying target populations 
that may benefit most. 

The CE survey provides national-level data regarding the spending habits of U.S. 
citizens, along with several sociodemographic characteristics. As previously men-
tioned, Black and Latinx households are shown to spend a larger proportion of their 
respective incomes on cheaper, less sustainable foods. Even if the former insight were 
unknown, we can still leverage the Wells Du-Bois protocol to identify relevant points of 
concern. We apply it by answering the questions from Table 10.1 given our CE dataset, 
clustering application, and policy proposal (see Table 10.2). 
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Figure 10.4  MATLAB-PCA clustering (a) without race and (b) with race, where racial groups 1 through 6 
(i.e., the color-coded numerals located on the right side of each plot) match that of Figures 10.2 
and 10.3. 

10_Berry_Ch10_p157-176.indd   167 22/07/24   11:45 AM



	 A p p l y i n g  t h e  W e l l s - D u B o i s  P r o t o c o l 	 169	 168	 C h a p t e r  T e n

Bad Data

Inadequate Data
Do the data overlook, erroneously represent, or systemically exclude a subpopulation?
Although the CE dataset is a representative sample of the U.S. population, an increase in the 
participant sample size for historically marginalized racial groups (e.g., Black and Latinx subgroups) 
could help with clustering visualizations and early evaluations, thereby allowing for the identification 
of which populations might benefit from the policy initiative.
Tendentious Data
Do the data represent the subjectivity or impartiality of humans? How does this bias affect the 
intended outcomes?
Considering that there were qualitative factors inherent to the data collection (e.g., customer 
interviews and diary entries), the coding and interpretation of these data points involve human 
subjectivity. The data may therefore embed biases regardless of the protocols used for CE integration. 
Given this, our interpretation of the data could differ from the original context.

Algorithmic Bias

Harms of Identity Proxy
Could the model treat a particular demographic differently, even without explicit identity markers?
Although the clustering examples were generated twice—without and with race—it must be considered 
that other variables can serve as a meaningful substitute for race in this context. For example, income 
and geographic location might generate results that mirror racial-driven outcomes, consequently serving 
as a proxy for race and vice versa.
Harms of Subpopulation Difference
Are algorithmic outcomes disparate across respective subgroups?
Robust subgroup analysis was not conducted in our clustering application. It may be prudent to evaluate 
how the clusters might change if only three racial groups were presented (e.g., Black, Latinx, and white) 
rather than the six racial groups used.
Harms of Misfit Models
If the models are predictive, have you examined their accuracy by subpopulation to ensure 
performance is not significantly different? Specifically, what is your value orientation and what are 
the public/social implications of this work?
As was shown in the visualization differences of Figures 10.3 and 10.4, MATLAB-PCA clustering 
displayed a difference when race was and was not applied, whereas MATLAB-PCA scattering did not. 
This is important given the same foundational dataset was used. It remains unclear why this was the 
case. This indicates a need for further investigation to avoid unintended public/social effects.

Human Intent

Do No Harm
What are your goals and intended outcomes? Is any ill intent involved?
The policy goal is to equitably provide subsidies to more sustainable and healthy food options for 
marginalized populations with negligible impacts to their less marginalized counterparts (e.g., high 
socioeconomic status or white subgroup). There is no ill intent involved.
Harms of Ignorance
What are the unintended consequences of your work? How can your results be manipulated to 
abuse or harm?
If the clustering data are further investigated, they could have the unintended effect of informing a 
counterproductive policy. That is, the identification of these marginalized subgroups could be used 
to systematically intensify these subgroups’ challenges with accessing more sustainable and healthy 
foods by increasing the costs of such food in their respective communities to offset the cost of healthy 
foods in less marginalized communities. Again, this is the opposite of our intent but worth highlighting 
for clarity in future application and interpretation.

*These are only a sample of the reflections that may be relevant when applying the Wells-DuBois protocol. 
Further considerations are required when attempting to employ systemic equity.

Table 10.2  Socioecological Application of the Wells Du-Bois Protocol*
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As shown earlier, ML applications such as clustering can be effective in identifying 
specific relationships among several variables. However, understanding the founda-
tional dataset and model implications is vital when attempting to achieve systemic 
equity. Otherwise, such applications may perpetuate bias and inequities rather than 
mitigating them.

10.4.1  Section Overview
In this section, the Wells-DuBois protocol was used on an ML-clustering application 
involving U.S. food expenditures and environmental impact. This was done to evalu-
ate its bias or inequity given an associated public policy proposal. The checklist for the 
Wells-DuBois protocol was applied in detail, providing answers for each of its embed-
ded questions. This section provides guidance on how to evaluate the bias or inequity 
of AI and ML datasets in socioecological systems using the Wells-DuBois protocol. 

10.5  Discussion and Future Directions

10.5.1  Other Clustering Activities to Help Achieve Systemic Equity
The clustering example showed the importance of normalizing equitable practices in 
socioecological AI/ML applications. There is potential in expanding the ML-clustering 
applications, among other ML applications, to further identify biases. One clustering 
case could analyze historical data that explores patterns of bias over several years of 
economic inflation across sociodemographic subgroups to better understand and fore-
cast how these groups might behave in the future. Another could investigate inequities 
by systematically tweaking a few key data points (e.g., geographic location and socio-
economic status). Undergoing socioecological analyses such as these require the effec-
tive administration of tools such as the Wells-DuBois protocol to ensure matters of 
systemic equity are properly addressed.

10.5.2  Further Discussion on Socioecological Systems
By leveraging the Wells-DuBois protocol to progress toward systemic equity, the three 
core forms of equity (i.e., distributive, procedural, and recognitional) are more likely to 
be either addressed or acknowledged for AI/ML tool applications in socioecological 
systems. As was highlighted in this chapter’s clustering application, the nexus of food, 
energy, and water is an ideal socioecological system in this regard. Competition exists 
within and across the production sectors of food and energy for water resources 
(D’Odorico et al., 2018), and there is a need for advanced techniques that support the 
equitable planning and partitioning of these limited resources (Bozeman et al., 2020; 
Bozeman, Chopra et al., 2022). Planning for a globally equitable distribution of resources 
means that we must consider all actors and consumers of food, energy, and water 
(Bozeman et al., 2019). 

As populations increase, agriculture and energy technologies advance, and envi-
ronmental degradation continues, the need for natural resources will shift across all 
spatial scales (e.g., locally, regionally, and globally). It is imperative that these shifts are 
captured across sociodemographic subgroups when collecting and using data to build 
intelligent and predictive models (e.g., applying clustering in ML). Otherwise, we may 
distribute resources inequitably while also overlooking more general needs or demands. 
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For example, a global nutrition transition is the phenomena that explains the 
changes in diets due to shifting social conditions, such as rising incomes, leading popu-
lations to adopt more variety in their diets (Ghattas, 2014). Considering these consump-
tion changes, we must leverage AI/ML tools in a manner that enables decision makers 
to be both predictive and fair when allocating these scarce resources. It is key that rec-
ognitional equity—an under-researched tenet of systemic equity—is embedded in this 
process to effectively address the needs of the systemically marginalized (Bozeman, 
Nobler et al., 2022). One must evaluate whose perspectives influence decisions and 
outcomes, such as ensuring that high-income and high-consumption nations are not 
conducting resource planning to their benefit alone.

10.5.3 � Other Benefits of Employing the Wells-DuBois  
Protocol and Systemic Equity

Not only does the Wells-DuBois protocol help to achieve equitable practices, but it can 
also save on costs and protect the value of investments. The cost of AI/ML administra-
tion can vary due to factors such as energy needs for supercomputing operation. None-
theless, these costs do rise as the models are scaled up and become more sophisticated. 
This can be exacerbated if expensive and time-consuming rework is needed to adjust 
for emergent biases or inequities. 

Equity-centered frameworks and tools such as the Wells-DuBois protocol and sys-
temic equity should be widely adopted, and not just by those explicitly invested in 
progressing equitable outcomes. It is prudent to encourage and teach equity-centered 
behaviors when training future researchers and practitioners. 

Furthermore, the integration of equity-centered frameworks and tools must migrate 
from a supplementary practice to a normalized and standard practice for all who per-
form relevant data techniques. As shown in this chapter, inequity or bias can manifest 
when data, AI/ML tools, and their outcomes are left unchecked. It is therefore impera-
tive that a culture of systemic equity and bias mitigation be integrated into routine 
practices across disciplines.

10.5.4  Section Summary
In this section, there was further discussion on the nuances of the concepts and tools 
explained previously (e.g., AI/ML, the systemic equity framework, and the Wells-
DuBois protocol). Insights into the future concept and research directions were also 
provided. The learning objective of this section is to remember that there is a need to 
further refine systemic equity approaches in AI/ML applications. 

10.6  Chapter Summary
In this chapter, AI/ML bias and inequity in socioecological systems were overviewed, 
an equity-centered framework (i.e., the systemic equity framework) and tool (i.e., the 
Wells-DuBois protocol) were highlighted, and the Wells-DuBois protocol was applied 
to a clustering application to show how equity-centered practices can help achieve 
systemic equity. It was argued that all AI/ML models that have socioecological impli-
cations require standardized assessment for bias. A CE survey dataset was used to 
illustrate this need. Specifically, it was shown that clustering administration can vary 
in revealing apparent bias even when using the same foundational dataset(s) and 
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study aim(s). This was followed by an example application of the Wells-DuBois 
protocol given an associated public policy proposal. The main takeaway is that 
equity-centered frameworks and tools must be systematically integrated into AI/ML 
applications regardless of how fair or biased the model components may seem.

Chapter Glossary

Term Definition

Socioecological systems A system that involves both social and ecological components.

Systemic equity A comprehensive framework that helps to mitigate inequitable 
outcomes and can only be achieved when distributive, procedural, 
and recognitional equities are addressed simultaneously and over an 
extended period.

Wells-Dubois protocol A checklist and tool made up of seven components and three 
categories that helps to achieve systemic equity by identifying and 
assessing biases in AI/ML applications.
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End of Chapter Problems
	   1.	 Which two system components are represented in socioecological systems?

	 a.	 Symbiotic and ecological components

	 b.	 Symbiotic and environmental components

	 c.	 Social and ecological components

	 d.	 Social and emergent components

	   2.	 List the three core equities required to meet systemic equity.

	   3.	 Define each of the three core equities required to meet systemic equity.

	   4.	 Which of these options best describes the Wells-DuBois protocol?

	 a.	� A checklist and tool made up of three components and seven categories that 
helps to identify and evaluate biases in AI/ML applications

	 b.	� A checklist and tool made up of seven components and three categories that 
helps to achieve systemic equity by identifying and assessing biases in AI/ML 
applications

	 c.	� A protocol that specifically evaluates the equitability of previous AI/ML 
applications

	 d.	� A checklist and tool made up of seven components and three categories that 
helps to identify and evaluate AI/ML computer processing efficiencies 

	   5.	 List the three categories of the Wells-DuBois protocol.

	   6.	 Which three of the seven components fall under the algorithmic bias category?

	 a.	 Harms of misfit models, harms of identity proxy, and do no harm 

	 b.	 Do no harm, harms of subpopulation difference, and harms of misfit models

	 c.	 Harms of ignorance, do no harm, and tendentious data

	 d.	� Harms of misfit models, harms of identity proxy, and harms of subpopulation 
difference
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	   7.	 Which two of the seven components fall under the human intent category?

	 a.	 Do no harm and harms of ignorance

	 b.	 Harms of ignorance and harms of misfit models

	 c.	 Inadequate data and do no harm

	 d.	 Harms of identity proxy and harms of subpopulation difference

	   8.	 Which two of the seven components fall under the bad data category?

	 a.	 Inadequate data and exploitative data

	 b.	 Tendentious data and inadequate data

	 c.	 Inequitable data and implicit data

	 d.	 Inadequate data and biased data

	   9.	 Given the example application of the Wells-DuBois protocol, which of these 
options best describes the response to the tendentious data component (Note: 
Refer to Table 10.2)?

	 a.	 There was definitively no bias or subjectivity within any associated data activity.

	 b.	� The interpretation of the associated data might differ from the original context 
due to qualitative factors inherent to data collection.

	 c.	� The interpretation of the associated data might differ from the original context 
due to the biased collection practices of the U.S. federal government.

	 d.	� It is impossible for any system to collect data on socioecological activities while 
qualifying for bias and inequities.

	 10.	 Your job has provided you the results of a market study. They want you to come up 
with a strategic plan to increase the sales of their nutritious and ecofriendly foods. 
The study states that those from lower-income households much prefer to purchase 
sugary, less healthy foods compared to their middle- and high-income counterparts. 
This same study finds that those from high-income households prefer to purchase 
more nutritious and ecofriendly foods, comparatively. You also know that this 
study was modeled from data collected by a group of researchers who largely come 
from high-income households and that their dataset undersampled lower-income 
participants. Given this information, respond to the harms of ignorance component 
of the Wells-DuBois protocol in one to three sentences.

	 11.	 Given the socioecological examples provided in this chapter, are there other 
socioecological systems that could be affected by AI/ML applications? Please 
provide at least two socioecological examples that affect your everyday life that 
differ from what was provided in this chapter or expound on one example that was 
referred to in this chapter by describing how inequitable or bias outcomes might 
affect your life personally. (Note: There may be good examples from other sections 
of the book that could provide inspiration.)
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CHAPTER 11
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Engagement for 
Machine Learning 
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Question: Where and how can we incorporate different perspectives in the design of machine 
learning? 

Learning Objectives
Upon completion of this chapter, the student should be able to 

•	 Concisely define the following key terms: environmental justice, community, 
community-based participatory research, stakeholder

•	 Design machine learning (ML) systems in partnership with local communities 
to address context-specific environmental and health engineering challenges

•	 Identify and implement various tools and methods for community engagement 
throughout the entire data science tool design process

•	 Critically assess and evaluate data science projects to create channels for 
inclusive input from others throughout the design process

•	 Before any data-gathering activities begin, identify, implement, and review 
ethical data collection practices that respect the rights and privacy of participants
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Chapter Overview
The chapter will explain how community engagement can be used throughout 
designing ML, emphasizing the importance of involving diverse stakeholders to 
avoid bias and ensure equitable decision making. Section 11.2 highlights the princi-
ples driving community engagement, such as environmental justice (EJ), stressing the 
need to consider vulnerable populations in ML processes. Methods will be explained 
for collaborating closely with stakeholders, including community members, to 
address concerns and achieve social impact. It is linked to community-based partici-
patory research approaches, where citizens are actively involved in data collection, 
analysis, and advocacy. Stakeholders, particularly community members, must be 
included in the decision-making process to understand the dimensions of the problem 
and achieve meaningful results. Section 11.3 will go through the ML design process and 
provide methods for inclusive engagement at every stage. Section 11.4 presents a case 
study of community engagement where a community-based organization was sup-
ported by researchers to collect primary data on lead exposure in Newark, New Jersey. 
Overall, the chapter aims to demonstrate how including communities who are affected 
the most, particularly vulnerable populations, in the ML decision-making process is 
imperative to more equitable, inclusive, and nuanced conversation about what can go 
wrong with bias in ML—and what must go right!

11.1 � Introduction: Principles and Components  
of Community Engagement 

11.1.1  Prerequisite Knowledge and Context: Case Study of Flint, Michigan 
What comes to mind when you think of the Flint Water Crisis? The Flint Water Crisis 
made national headlines in 2015 when the tap water in Flint, Michigan, homes came 
out of the tap brown. People were alarmed at the color of the water and were upset to 
learn that children in Flint have record levels of toxic lead metal in their blood. And so 
the question was asked: Was the brown water related to the blood lead levels in the 
children? 

Community organizers, scientists, citizen scientists, and researchers all contributed 
to collecting data and bringing political and media attention to the water in Flint. After 
investigation, they discovered that water was not only brown, it contained lead. The 
Flint water source was switched from the Detroit Water and Sewerage Department to 
the Flint River as a cost-saving measure. However, the Flint River water was not prop-
erly treated, leading to corrosion of the city’s aging lead pipes. As a result, lead began 
leaching into the water supply, contaminating the drinking water. Lead pipes were 
widely used in many water systems until 1986, including in Flint.1 Lead is invisible, but 
the brown water in taps serves as a warning signal of corrosive water that is dissolving 
different metals and minerals in the pipes, such as copper, and coloring the water brown 
(Clark, 2018).

1 Lead pipes were banned by the 1986 Safe Drinking Water Act Lead Ban.
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The lead poisoning in Flint was particularly devastating because the population of 
Flint were a majority of low-income and marginalized racial groups; Flint has been a 
historically predominantly Black city. According to the U.S. Census data from 2010, 
the racial composition of Flint was approximately 53 percent Black, 37 percent white, 
and 4 percent Hispanic or Latino. For several decades, Flint also struggled with high 
poverty rates significantly above the national average. The poverty rate is the percent-
age of the population living below the federal poverty line of $12,880 in annual income. 
In 2010, the poverty rate in Flint was approximately 40 percent, meaning that about 40 
percent of the city’s residents lived in poverty. 

The racial demographics and poverty rates of the population in Flint made the city 
particularly vulnerable during the Flint Water Crisis. The high poverty rate meant that 
many residents faced economic challenges, limiting their ability to access and pay for 
alternative sources of water and other basic resources and services. The crisis and its 
handling raised concerns about environmental injustice. The city’s water source was 
switched without accounting for the potential health risks and consequently affected 
the city’s low-income and Black residents. These residents, in particular, already face 
high health risks due to their socioeconomic conditions and environmental exposures, 
and lead poisoning and related health issues can have long-term effects, compounding 
the disadvantages. Lastly, years of disinvestment in Flint’s infrastructure created a city 
at risk for harm. 

The crisis created deep mistrust between the community and government, as many 
residents and activists felt that their concerns were dismissed, resulting in a breakdown 
in communication. Activists, researchers, and community leaders worked to raise 
awareness of the crisis and pushed for more comprehensive solutions. Once lead from 
the pipes starts leaching into the water, water systems have an option to replace the lead 
pipes—if they can be found. Since the pipes were installed so long ago, many cities 
have old, paper, incomplete records and need to physically verify if there are lead pipes. 
Finding lead pipes requires excavating the ground outside of a home to verify if the 
pipe is made of lead. If it is made of lead, the pipe can be pulled out of the ground. 
Alternatively to find the pipes, we could test the water to see if lead is leaching into the 
water from the pipes. If the water contains lead, then there might be a water pipe con-
taining lead.

Predicting the likelihood of a house containing lead pipes is an opportunity for 
ML. Given a correlation between the age of the homes, the presence of lead pipes, lead 
poisoning in children (captured by mandated blood lead level testing), and historical 
disinvestment of infrastructure in some parts of the city, there have been attempts to 
build ML models to detect lead hotspots. However, lead poisoning is not an isolated 
occurrence. Many actors have played a role in leading to historical harm of people 
who continue to face harm. To prevent bias and a limited perspective of data scientist 
modelers, we must engage with multiple stakeholders when designing ML models. 

In the Flint Water Crisis, and throughout the subsequent actions taken to remove 
the lead pipes, including developing ML algorithms to predict locations of lead pipes, 
the importance of community engagement became evident. Community engagement 
can give a voice to the affected communities. Many community members in Flint had 
raised warnings about the water quality but were initially dismissed. Engaging with the 
community empowers them to share their experiences, concerns, and knowledge, ensur-
ing that their perspectives are considered in decision-making processes. Community 
members knew firsthand the health issues they were facing due to the contaminated 
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water and can help understand the full extent of the problem and tailor solutions to 
address those specific needs. The crisis eroded community trust in government officials 
and institutions responsible for public health, and engaging with the community in a 
transparent and collaborative way can help rebuild trust and foster a more positive 
political environment. Community engagement also offers an opportunity to involve 
different stakeholders, including government agencies, nonprofit organizations, and 
researchers; resources can be pooled together to address the immediate needs and to 
prevent similar crises from happening in the future.

The Flint Water Crisis was a complex issue with multiple contributing factors. 
Lead pipes and the subsequent toxic contamination of water is an example where 
human health, ecosystem health, and infrastructure all overlap. The response and 
recovery efforts have involved various stakeholders working together to address the 
challenges faced by the community and provide valuable lessons to prevent similar 
incidents in the future. These lessons can be adapted to how we approach data science 
problems where community engagement is necessary. This chapter will introduce how 
to build ML models with multiple stakeholders—particularly in topics of health and 
the environment.

Community engagement emphasizes close collaboration among stakeholders when 
tackling a concern. Community engagement provides an approach to collaborative 
problem solving, which includes projects where citizens or community members 
collect, analyze, and engage with data. This section discusses how community engage-
ment is integral in the steps toward social impact. 

To contextualize the importance of community engagement, let’s now explore how 
these principles are deeply intertwined with the concept of EJ. EJ, a response to the 
unequal environmental burdens faced by marginalized communities, shares a strong 
connection with community engagement. By understanding the historical context and 
objectives of EJ, we can better grasp the importance of community-driven approaches 
and their potential for promoting social impact and empowerment. Through a commu-
nity engaged process, the community will be further invested in the project if they have 
a deeper understanding of the solution and the work likely to sustain after the data 
scientist has moved on to another project.

11.1.2 � Brief Introduction to Environmental Justice  
and Environmental Data Justice

Research shows that people who face social and economic disadvantages are more 
likely to experience health issues and even higher rates of illness and death due to both 
harmful chemicals in the environment and various social factors affecting health, 
including things like poverty, racism, lack of job opportunities, and more. These social 
factors worsen people’s well-being, and when combined with environmental health 
threats, the risks to these populations become even greater.

For example, certain communities may be exposed to elevated levels of harmful 
substances like lead, and at the same time, they may also struggle with limited access to 
essential resources like food, health care, and safe housing. This combination of environ-
mental hazards and social challenges puts these communities at a higher vulnerability 
for health problems.

This unequal distribution of health burdens and the underlying social structures 
that perpetuate persistent environmental issues and social segregation is at the heart 
of EJ.
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EJ formally began as a movement, emerging from the organized civil rights move-
ment in the preceding decades. The EJ movement emerged as a response to the dispro-
portionate exposure to pollutants and environmental hazards faced by marginalized 
and racialized communities. The EJ movement emphasized that a healthy environment, 
a place “where we live, work, and play,” was a necessary component of a healthy life. 
The movement sought to ensure the access, maintenance, and assurance of a healthy 
environment for all people regardless of their background (Holifield, 2001). 

EJ is strongly linked with Environmental Hazard Evaluation (EHE). Two instances 
of landmark EJ moments occurred in 1982 when a majority Black community mobi-
lized against a polychlorinated biphenyl (PCB)–contaminated landfill in Warren 
County, North Carolina, and in 1987 when the United Church of Christ Commission 
for Racial Justice published the report, “Toxic Wastes and Race in the United States,” 
documenting the correlation between race and location of toxic waste facilities. The 
1991 First National People of Color Environmental Leadership Summit broadened 
the principles of EJ from focusing on disproportionate exposures to environmental 
toxins and pollution to include other social or quality-of-life issues, such as housing, 
transportation, employment, food access, inclusion, empowerment, and others. They 
recognized environmental injustice was created by “over 500 years of colonization 
and oppression’ using violence, genocide, and bodily harm” (Vera et al., 2019). Efforts 
such as these brought change to U.S. federal laws and policies, including a 1994 
Executive Order by President Bill Clinton and subsequent establishment of the 
Environmental Protection Agency’s (EPA’s) Office of Environmental Justice. More 
recently, the Obama administration issued the 2011 Memorandum of Understanding, 
and the Biden administration’s Justice 40 initiative reinvigorates federal agency 
responsibility for achieving EJ. 

Despite these efforts, environmental injustice and environmental racism are 
perpetuated through U.S. environmental policies and infrastructure that sustain 
permission-to-pollute systems.2 Environmental racism implicates the state as complicit 
in harm, often through insufficient and damaging regulations and laws, lack of fund-
ing, relationships with industries responsible for pollution and hazards, or being 
the party responsible for pollution. Environmental racism is inseparable from EJ, 
and understanding environmental racism explains the origins and motivations of the 
EJ movement. Scholars have emphasized critical and intersectional approaches to EJ 
frameworks that view environmental racism as part of the matrix of domination. The 
matrix of domination describes the overall systematic distribution of power in society, 
while intersectionality is used to understand a specific social location of an identity 
using mutually and intersecting constructing features of oppression (Vera et al., 2019). 
Any data science solutions created for problems with or related to EJ must consider 
how the problem addressed results from multiple historic oppressive structures, and 
any solutions created affect communities differently based on their specific location and 
identity. Community engagement is one option for co-designing data science systems 
to address critical societal issues, alongside empowering local communities to catalyze 
social impact.

2Permission-to-pollute systems encompass the practice of industries being allowed to release pollutants 
into the environment as long as the pollutant is regulated by permits or under a regulatory contaminant 
level.
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Designing a data science solution requires understanding the problem from the 
perspective of the stakeholders affected. To understand if a problem can be addressed 
with an ML solution, one needs to talk to stakeholders to understand all the dimen-
sions of the problem. In environmental and social topic areas, community members 
are usually key stakeholders and are also most affected by the adversarial health and 
environmental effects. Therefore, we want to include these most affected stakehold-
ers in the decision-making process throughout the ML design. Community engage-
ment is the collective term we will use to describe how to engage community 
members. 

11.1.3  Data Justice 
Data justice is distinct from, but overlaps with and is inspired by, environmental and 
social justice (ESJ). Data justice refers to the fair and equitable use of data, ensuring 
that data collection, analysis, and interpretation do not perpetuate or exacerbate exist-
ing social inequalities, discrimination, or power imbalances (Vera et al., 2019). Data can 
be used for environmental or social justice causes; however, this is separate from the 
concept of data justice. Data justice means stakeholders, especially those marginalized 
by environmental and health impacts, have the possibility to understand, challenge, 
and be part of algorithmic decisions (Dencik & Sanchez-Monedero, 2022). It empha-
sizes the need to highlight ethical, social, and political issues associated with data, 
particularly in the context of data-driven technologies, algorithms, and artificial intel-
ligence systems.

The concept of data justice recognizes that data have become a critical aspect of 
modern life, influencing decision making in various domains, including health care, 
education, employment, law enforcement, and public policy. Data-driven tools have 
become part of an integrated social and environmental justice agenda, but these prob-
lems and solutions may not actually be about data (Dencik & Sanchez-Monedero, 2022; 
Vera et al., 2019). Nonetheless, data-driven tools themselves can also lead to unintended 
negative consequences, such as privacy violations, biased algorithms, and unfair 
profiling. Data justice asks us to not overlook the underlying conditions that pro-
duce an uneven distribution of power and resources between different groups in 
society and consider if the data tool reinforces power imbalances (Constanza-Chock, 
2020; Vera et al., 2019).

Data justice calls for: 

Transparency: Making data processes, methodologies, and algorithms transparent 
and understandable to the affected communities to foster accountability and 
trust.

Privacy and Consent: Respecting individual privacy rights and obtaining 
informed consent from data subjects when collecting and using their data.

Avoiding Bias: Identifying and mitigating biases in data collection and 
analysis to prevent unjust discrimination and harmful effects on vulnerable 
populations.

Empowerment: Enabling individuals and communities to have control over their 
data and the ability to influence how it is used for decision making.

Accountability: Holding organizations and institutions responsible for the impact 
of their data practices and ensuring they address any negative consequences.
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Data justice is essential to promote social and environmental justice and protect 
human rights. Data justice seeks to create a more equitable and inclusive data ecosystem 
where data-driven technologies do not harm vulnerable or marginalized groups. The 
design process, including the relationship between the data scientist and stakeholder, 
needs to incorporate principles of justice, which can start with building a design pro-
cess centered on community engagement (Costanza-Chock, 2018).

11.1.3.1  Examples of Data Justice
To advance and draw attention to data justice, activist data projects are incorporating 
traditionally unheard perspectives into the data design process. A group called Data 4 
Black Lives is moving beyond data projects that document harm toward creating data 
projects that use data science to create concrete and measurable change in the lives of 
Black people. (http://d4bl.org; Drake, 2016). They argue that data systems can empower 
communities of color but have historically been used as a tool for discrimination and 
oppression. 

Resonating with this critical perspective, the Detroit Digital Justice Coalition formed 
in 2009 to address the digital divide within Detroit and generate knowledge with com-
munity members around use, rights, and ownership of technology. Their principles of 
“digital justice,” inspired by EJ principles, include access, participation, common own-
ership, and healthy communities (https://www.alliedmedia.org/ddjc/principles). 

Another example is the Indigenous Data Sovereignty movement, which advo-
cates for the right of a nation to govern the collection, ownership, and application of 
its own data (Kukutai & Taylor, 2016). The United States Indigenous Data Sovereignty 
Network helps ensure that data for and about Indigenous nations and peoples in the 
United States (American Indians, Alaska Natives, and Native Hawaiians) are uti-
lized to advance Indigenous aspirations for collective and individual well-being 
(Rainie et al., 2017). 

These projects originated from recognizing and witnessing how data systems can 
reinforce racism and are part of the emerging call for “environmental data justice,” 
preliminary defined as embracing “public accessibility and continuity of environmen-
tal data and research, supported by networked open-source data infrastructure that can 
be modified, adapted, and supported by local communities.” The broad range and aim 
of these movements uncover new thinking, emergent practices, and techniques that 
actively combat the extractive nature of data systems and instead offer robust, community-
developed data systems.

11.1.4  What Is a Community? 
The EJ movement emerged out of an informal network of community organizations, 
regional, and national groups, centered on empowering the affected communities so 
that they can work toward solving their specific environmental and health problems 
(Williams, 1999). The movement reaffirms that communities are both places of cultural 
identity and sources of meaning within the larger world. Communities are formed from 
many social dynamics, for example, the pattern of racial segregation in residential 
housing in the United States created communities with shared experiences of discrimi-
nation due to race and ethnicity (Williams, 1999). With the interconnectedness of the 
Internet, communities can now be connected by virtual spaces. 

An appropriate geographic unit should be used to analyze concerns a community 
faces, such as a political region, a neighborhood, and geographical measures (such as 
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ZIP codes and census tracts) (Williams, 1999). Each unit has its own advantages and 
limitations, and a combination of different units can be used to capture the effects faced 
by the community. Ideally, the data scientists work with the community to determine 
which unit they consider to be important and then secure adequate data for the area 
under study (Williams, 1999). 

Community members play a vital role in understanding and addressing the com-
plex challenges posed by social and environmental issues. Community members are 
not only the most affected by health and environmental impacts, but they also possess 
contextual expertise that is essential for developing meaningful and inclusive data sci-
ence solutions. By building on the principles of community engagement and its connec-
tions to frameworks like participatory research, we can ensure that data science efforts 
are both ethically grounded and capable of delivering actionable insights with long-
lasting social impact (Williams, 1999). 

Community engagement is the process of yielding agency to communities through-
out a project process so that they can create, use, and disseminate technology, data, and 
research (Key et al., 2019). In addition, community engagement is a tool through which 
projects can advance social and policy changes. 

11.1.5  Community-Based Participatory Research 
Community engagement falls under a broader approach to research, called participa-
tory action research, a framework that emphasizes shared inquiry and action across 
stakeholders with the goal to democratize the decision-making processes of collective 
knowledge production and cycles through reflection and action. In participatory action 
research projects, community engagement begins at the onset of a project and can take 
on many forms such as consulting with residents throughout the process to working on 
a community-driven project (Key et al., 2019). 

Community-based participatory research (CBPR) is a form of action research 
where community partners are collaborators on a topic of study, rather than researchers 
observing from the outside. CBPR actively involves community members in every 
stage of the research process, from defining the problem to implementing findings 
(Flicker et al., 2007). Each partner is recognized for their unique strengths. CBPR begins 
with finding a research topic of importance to the community. The ideal aim of CBPR 
is to combine knowledge with action to achieve social change and improve health 
outcomes.

With a CBPR approach, a deeper understanding of a community’s unique circum-
stances emerges and should be central throughout the design and decision-making pro-
cess. When done properly, CBPR bridges the gap between scientists and communities 
through the creation of shared knowledge and valuable experiences. A collaboration 
built through CBPR can lend itself to mutual ownership of culturally appropriate, effec-
tive, and efficient processes and products. CBPR involves communities throughout 
every step of the decision-making and research process, summarized in Table 11.1. 

There is a rich body of literature on community engagement approaches for address-
ing public health and environmental problems. We encourage you to engage with and 
draw on community engagement approaches as you establish your approach. 

11.1.6  Citizen Science and Community Science 
When citizens or a community collects data about a project, we broadly call this citizen 
science or community science. Citizen science projects have been powerful forms of 
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data that have influenced policy. Community and citizen science projects have yielded 
informative, neighborhood-level datasets, as well as increased community capacity to 
collect and assess data. Examples of citizen science projects include the following. 

In 1991, Erin Brockovich exposed the existence of a dangerous contaminant pollut-
ing a town’s groundwater, a toxic hazard that otherwise might have stayed invisible. In 
1996, Erin and a law firm won a $333 million settlement against Pacific Gas & Electric 
for 650 plaintiffs, at the time the largest toxic tort settlement in American history.

While the terms are often interchanged, community science and citizen science can 
be distinguished. Citizen science is seeing a “rebranding” to community science, as 
many people contest the exclusionary term citizen science as it can be perceived to 
exclude those without citizenship status within a given nation (Cooper et al., 2021; 
Lowry & Stepenuck, 2021). However, citizen science is more commonly used and has 

Phase of Research Community Engagement in Decision-Making Process

Input Communities initiate research ideas, generate hypotheses and 
projects, determine recruitment strategies and distance funding, 
and form advisory and partnership steering committees 

Process Communities remain engaged throughout data collection, such as 
conducting surveys and interviews, analysis, and interpretation of 
results

Outcome Communities provide avenues for disseminating information, 
mobile knowledge gained in the project for social change

  The key principles of CBPR are laid out in Billies et al., (2010), Costanza-Chock (2020), 
Wallerstein & Duran (2006), and Wallerstein & Duran (2008):

  1. � Recognizes community as a unit of identity in which all partners have membership

  2. � Builds on strengths and resources within the community to address local concerns and 
solve relevant problems

  3. � Emphasizes democratic partnerships between all project members as collaborators 
through every stage of knowledge and intervention development

  4. � Requires a deep investment in change that carries with it an element of challenging the 
status quo, improving the lives of members in a community, and attending to social 
inequalities 

  5. � Integrates knowledge and action for mutual benefit of all partners

  6. � Promotes a co-learning and empowering process that attends to social inequalities and 
addresses health from both positive and ecological perspectives

  7. � Involves a cyclical and iterative process in which a problem is identified, solutions are 
developed within the context of the community’s existing resources, interventions are 
implemented, outcomes are evaluated, and interventions are modified in accord with new 
information as necessary

  8. � Promotes project partners’ humility and flexibility to accommodate changes as necessary 
across any part of a project and fosters co-learning and capacity building

  9. � Disseminates findings and knowledge gained to all partners

10. � Involves a long-term commitment by all partners

Table 11.1  Community Engagement at Every Level of Decision-Making and Research Process
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been codified into institutions globally. Community-engaged strategies can include 
both citizen science and community science, but using community science or citizen 
science datasets for data science projects is not a form of community engagement.  
A scenario where community science or citizen science is done in collaboration with 
data scientists is still very rare—see Section 11.4 for an in-depth example of an ongoing 
project. A scenario where community science or citizen science is not a form of commu-
nity engagement is when a community science or citizen science project is conducted, 
such as citizens taking photos of insects to create a database, but the decision-making 
power over the project lies with the academic institution, government agency, or non-
governmental organizations. The dataset is then used by data scientists to build an ML 
model. While the dataset originated from community science or citizen science, the data 
science design process was separate. 

11.1.7  Section Summary 
Community-engaged strategies can shape the project approach to elevate EJ concerns 
and create long-term improvements in the environment and health of communities. 
The development of predictive ML models traditionally follows a data scientist–
centered approach, in which the data scientist often has more power (in terms of scien-
tific authority and available resources) over local communities, especially underserved 
communities (Holzmeyer, 2021). This unequal power relationship can cause mistrust 
between the scientists and the communities and potentially harm the community. For 
example, data science requires large, detailed datasets that are not necessarily publicly 
available, while social and environmental community data concerns typically involve 
multistakeholder conversations in a large and regional sociotechnical system and 
require transparency and trust. 

When done ethically and collaboratively, building datasets and data science tools 
for decision making through a community-engaged process fosters interagency col-
laboration, prioritizes vulnerable communities, and increases coordination between 
research, government, and advocacy actors (Dietrich et al., 2022; Morello-Frosch et al., 
2022; Pace et al., 2022). Ideally, together we can design an ML algorithm that 
intertwines the values of trust across its basic performance and aligned purpose 
(Vashney, 2022). 

11.2 � Project Initiation: Steps of Conducting Community-Driven 
Environmental Data Science 

When datasets increase in quantity and complexity, traditional statistical analyses face 
limitations to understand and describe patterns in the data. ML can overcome tradi-
tional statistical limitations because it does not require much prior knowledge about a 
problem to be able to fit a model to the data, making ML well suited for solving com-
plex data patterns (Zhong et al., 2021). Because ML is characteristically more effective 
than traditional statistical tools in handling a wide variety of data formats, including 
text, images, and graphs, where the important information is contained across more 
than one variable and not known ahead of time, ML is suited for a variety of social and 
environmental applications. For example, ML can be used for applications such as 
assessing environmental risks, evaluating the health of water and wastewater infra-
structure, optimizing treatment technologies, identifying and characterizing pollution 
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sources, and performing life cycle analysis, among others (Zhong et al., 2021). Overall, 
the current uses of ML in terms of social and environmental applications are summa-
rized into making predictions, identifying feature importance, anomaly detection, and 
discovering materials and chemicals, with examples in Table 11.2 (Zhong et al., 2021). 
The unique properties of ML are especially suitable for solving complex social and 
environmental problems with rich sets of input features. 

Traditional data scientists take a preexisting dataset when creating an ML algorithm 
to solve a problem. The data scientist should be familiar with the data itself. For example, 
if a data scientist is developing an ML predictive model to predict contaminated water 
sources, the data scientist should know the sources of the contamination and how it 
interacts with the water to know how and if the data are describing the chemical and 
physical properties of the contamination. 

In brief, after the dataset is obtained, the data are preprocessed to clean the data 
(i.e., standardization and normalization, removing duplicates), and the data are then 
split between a training set and a testing set. The training set is then used to train an 
appropriate model. The hyperparameters of the model are tuned and the outcome of 
the model is checked on the testing set. The metrics (i.e., accuracy, true positive rate) 
used to evaluate the model are chosen based on the purpose of the model. The model 
is then taken back to the stakeholders for feedback and then adjusted in an iterative 
manner.

Now, let’s delve into the different stages of community-driven environmental data 
science and how community engagement can be seamlessly integrated throughout the 
ML design process to foster mutual trust and collaboration between researchers and 
communities. As discussed earlier, community engagement emphasizes collaboration 
and partnership with stakeholders, including community members, to tackle concerns 
effectively. Community engagement should be introduced throughout the data science 

Application of Machine 
Learning Example of Application 

Making predictions Predict atmospheric pollutants (such as PM2.5) based on past 
measurements at different locations.

Identifying feature 
importance

Given that an ML model has satisfactory predictive performance 
or has already learned the correct underlying relationship, the 
model can be used for a new understanding. For example, a 
model built to predict ecological processes, feature extraction, 
or model interpretability will tell us about the stressors and 
ecologically important environmental factors that interact and 
drive ecological processes. 

Anomaly detection Detect credit card fraud by comparing new observations to a 
historical distribution of observations.

Discovering materials 
and chemicals

Build a model that provides options for new structures which can 
be used to develop biopolymers. 

Source: (Zhong et al., 2021)

Table 11.2  Applications of Machine Learning Used in Social and Environmental Projects with an 
Example
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process following three phases: (1) preparation for modeling, (2) model development, 
and (3) after modeling. Figure 11.1 describes these phases with the actions taken in each 
step. Section 11.3 will detail each phase in Figure 11.1. 

11.2.1  Phase 1: Building Partnerships 
Before designing an ML project, a relationship with the community should be formed. 
During this phase, building a genuine relationship with the community is important 
to establish trust, rapport, and respect. In the data scientist–centered approach, it is 
assumed that the data scientist can make decisions about the data application and 
interpretation by theoretically placing themselves in the situation of citizens and 
empathizing with local people’s perspectives. However, data scientists who come 
from different socioeconomic, cultural, gender, religious, regional, institutional, politi-
cal, racial, and ethnic backgrounds than the community they are working with may 
have difficulty fully and authentically understanding local people’s experiences. 
Regardless if you have a shared identity or not, this step in the process is critical to not 
operate with assumptions, but to take the time to build relationships and a critical 
understanding of the people you are working with. Only by honestly admitting and 
reflecting on this weakness and recognizing the power inequality between data scien-
tists and local partners can researchers and practitioners truly respect community 
knowledge and be sincerely open minded in involving local communities—especially 
vulnerable populations exposed to environmental and health injustices—in the center 
of the data science design process.

Data scientists need to be with people who are affected by local concerns to co-
create ML systems so that the outcomes are valuable and beneficial to the local com-
munity. To achieve this, we encourage data scientists to conduct hands-on field science. 
Creating social impact lies with local people and their long-term advocacy. We also 
encourage data scientists to genuinely collaborate with local people to address press-
ing social concerns and further immerse themselves in the local context to become 
“scientific citizens” (Irwin, 2001). A good partnership includes strong community 
leadership, active participation, diverse skills, effective networking, shared values and 
power, willingness to challenge entrenched powers, focus on larger contexts, respect-
ful dialogue and critical reflection, and support from broader institutions, finances, 
and networks (Wilson et al., 2014). One approach is to attend, after obtaining consent 
and respect, existing community meetings such as task force meetings, steering com-
mittees, or other community gatherings. 

Consider your existing or future relationships you wish to establish with local 
partners:

—	Why do you want to work with a group or community?

—	What assumptions do you have about the community?

—	� What potential power dynamics exist between you, the institutions or 
groups you work for or represent, and the community you wish to work 
with?

—	� How much time is needed for you to build trust and rapport with a 
community before collaborating on a data project?
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reflecting as the outsider and
recognizing the power
inequality between data
scientists and local partners

Respect community knowledge
and be sincerely open-minded in
involving local communities

Conduct hands-on field science:
genuinely collaborate with local
people and immerse in the local
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PHASE 2. PREPARATION FOR MODELING - DONE IN CONVERSATION WITH STAKEHOLDERS

Formulating the question

• Understand the system
 context
• Identify stakeholders and
 community leaders

Data collection Data preprocessing Data splitting

PHASE 3. MODEL DEVELOPMENT - DETERMINED BY STAKEHOLDER REQUIREMENTS

Evaluation metrics Model training

• ML algorithm selection based
 on stakeholder desires

Model evaluation

• Performance on the test
 dataset to meet stakeholder
 requirements

Model performance
enhancement

PHASE 4. AFTER MODELING

Model ApplicabilityModel interpretation

• Usability and interpretability of the model
 by stakeholders

• Ensure the model fits the context
 and application

Model Deployment

• Stakeholders retain ownership over the
 model

• Existing datasets
• Experimental or observed
 data with local communities
• Choosing “representative”
 data points with stakeholders

PHASE 1. BUILDING PARTNERSHIPS:

Establish trust, rapport, and
respect

• Standardization and
 normalization
• Removing duplicates
• Missing values treatment
• Outlier detection
• Encoding categorical features
• Feature selection and
 reduction

• Training, validation and test
 datasets
• Cross-validation on the
 training and validation datasets
• Data similarity consideration

• Regression: RMSE, MSE,
 MAE, R2, etc.
• Classification: Accuracy,
 F1-score, AUC-ROC

• Ensemble or stacked model
• Transfer learning
• Domain knowledge
 modification from stakeholder
 input

Figure 11.1  Typical workflow for the development of ML models adapted from Zhong et al. (2021) combined with steps for community engagement 
in the processes. RMSE, MSE, MAE, and R2 refer to the root mean squared error, mean squared error, mean absolute error, and coefficient 
determination, respectively, while AUC-ROC means the area under the curve–receiver operating characteristic curve.
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11.2.2 � Phase 2: Preparation for Modeling: Done  
in Conversation with Stakeholders 

11.2.2.1 � Formulating the Question: Understand the System Context,  
Identify Stakeholders, and Define the Problem and the Goals 

Defining the problem and goal of data science projects should be done using commu-
nity engagement. Understanding who the key stakeholders are is a crucial step to 
developing a strong community engaged project. This section will provide a brief intro-
duction to the available methods to learn from and build with stakeholders, and we 
encourage readers to delve deeper into these methods. 

In addition to lists, a stakeholder map visually allows us to understand who the 
stakeholders are, what decision-making power they have in a given system, and stake-
holder relationships to each other. 

When obtaining identifiable information, particularly if you conduct academic 
research, institutional review board (IRB) approval will have to be obtained. In addi-
tion, to collect identifiable information that will be presented back later, privacy and 
confidentiality are important to protect the participants’ information. See Section 2.2.6 
for more information on the IRB process. 

11.2.2.2  Identifying Stakeholders, Decision Makers, and Community Leaders
Stakeholders, including decision makers and community leaders, might span multiple 
sectors, such as politicians, government agencies, grassroots organizations, activists 
and advocacy groups, clergy, and industry companies. If you have no context to start 
from, one option is to start by reading other articles and interviews to determine the 
names of several influential people and their association with particular organizations 
and projects. Systematically connect with and interview these stakeholders. In the 
interview, center the questions on topics such as what data problems are important to 
the stakeholder, what barriers and challenges they face, and what successful methods 
they use. 

Lists (Table 11.2) or stakeholder maps (Figure 11.2) are effective methods of collect-
ing and displaying stakeholder information. Use the interview to fill out Table 11.3 with 
the list of the stakeholders as well as their rights, responsibilities, and power that the 
stakeholder has within the system. Don’t forget to ask each interviewee which stake-
holders they believe are influential and add them to the list. Repeat this process until no 
new names or organizations are added to the list. 

In addition to interviews, focus groups, workshops, and participant and site 
observation are ways to gather information as part of the first step in identifying 
what the community deems a problem. During these information gathering steps, 

Stakeholder Rights Responsibilities Power

List stakeholders. What right(s) does the 
stakeholder have in 
the system? 

What is the stakeholder 
responsible for in the 
system? 

Describe their 
influence over 
the system. 

Table 11.3  List of Stakeholder Information

Fill out the table to evaluate the stakeholder and their rights, responsibilities, and power.
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a free-format and open group discussion of problems can generate a long list of con-
cerns and solutions. To develop a clearer picture of the problem, focus on topics to 
help guide but not dictate the conversation, such as questions about labor and 
money, capital costs, and what data are already available. Allow community repre-
sentatives to present their ideas before the data scientist presents an idea. Data scien-
tists can help the community understand the details, limitations, and challenges of a 
particular data science solution.

Consider how each stakeholder or stakeholder group is unique and has sub-
identities:

—	If a community-based organization is a stakeholder, consider what 
population does the community-based organization serve? 

—	 What motivates and incentivizes each stakeholder? What are their 
barriers? What is their goal?

11.2.2.3  Understanding Stakeholder Relationships
Once the stakeholders are identified, their importance and power can be compared to 
each other. We can visually represent the relationships on a simple plot with the x-axis 
ranking the power of the stakeholders (potential impact on the success or outcome of 
the initiative) and y-axis ranking stakeholders by their level of importance (or interest 
and involvement) in the decision-making process and outcomes (see Figure 11.2). 
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Figure 11.2  Stakeholder importance map.
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Remember that we are comparing stakeholders’ power and importance relative to each 
other, and don’t forget to place yourself in the stakeholder map. 

Stakeholders can be categorized into different quadrants based on their position on 
the graph:

Low Power, High Importance
�These stakeholders have a strong inter-
est in the project’s success but have lim-
ited influence. They may be important 
to keep satisfied, but they might not 
drive major decisions.

High Power, High Importance
�These stakeholders have significant 
influence and are highly interested in 
the project’s outcome. They are key 
players and need close engagement 
and careful management.

Low Power, Low Importance
�These stakeholders have little influence 
or interest in the project. They might be 
monitored to ensure no adverse impact 
occurs, but their involvement may not 
be a high priority.

High Power, Low Importance
�These stakeholders have significant 
influence but may not be as directly 
interested in the project. They need to 
be kept informed but may not require 
as much active involvement.

The stakeholder importance map helps data scientists understand where to focus 
their efforts in terms of engagement, communication, and decision making to ensure 
that key stakeholders are appropriately addressed and their needs and concerns are 
taken into account throughout the ML design process. This approach is particularly 
useful in complex projects or situations where multiple parties with diverse interests 
are involved.

To explain and draw relationships between stakeholders, fill out Table 11.3. 
Table 11.3 is a matrix of the stakeholders (along the rows and columns) and the cells 
explain the relationships between them. Write down any shared resources between 
stakeholders and how, or if, they interact with each other. 

Determining the stakeholders summary of steps: 

➔	 Read background articles and interviews to determine the names of several 
influential people and their association with particular organizations and 
projects.

➔	 Systematically connect with and interview these stakeholders. Alternative 
ways to gather stakeholder information include focus groups, workshops, 
participant observation, and site observation. 

➔	 Fill out Table 11.3 to evaluate the stakeholder and their rights, responsibilities, 
and power. 

➔	 Create a importance stakeholder map (Figure 11.2) showing the relative 
importance and power of each stakeholder. 

➔	 Evaluate the relationship between each stakeholder by filling out a 
stakeholder matrix (Table 11.4).
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Table 11.4  Stakeholder Relationships

Stakeholder 1: Stakeholder 2: Stakeholder 3: …

Stakeholder 1: Relationship 
between Stakeholder 
1 and Stakeholder 2

Relationship between 
Stakeholder 1 and 
Stakeholder 3

…

Stakeholder 2: Relationship between 
Stakeholder 2 and 
Stakeholder 3

…

Stakeholder 3: …

..

Consider the following questions when establishing work with community 
partners:

—	Does your community partner have the organizational, training, and fiscal 
capacity to own and manage the project process? For example, do they 
have the fiscal and managerial capacity to manage and adhere to federal 
grant reporting requirements?

—	Does your community partner desire the responsibility of acting as 
principal investigator (PI) or project manager? Are they comfortable with 
sharing responsibility with their academic partners?

—	What is the distribution of the burden of the project activities?

11.2.2.4  Phase 2: Data Collection
Typically, building data science systems with a community requires a tremendous com-
munity outreach effort for data collection and analysis. In a hands-on field approach, 
the data scientist and community partners will be designing the data collection steps 
that work within the community’s capacity and resources but still obtain the validity 
and spread for rigorous data analytics. Quantitative and qualitative data can be col-
lected. Qualitative methods provide nuances, perspectives, and data about the system 
and can be used to supplement quantitative methods. Qualitative methods (described 
in Section 2.2.5) include interviews, surveys, focus groups, ethnographic research, and 
workshops. One must determine how much data are appropriate to answer the research 
question and consider the environmental, financial, and labor costs of the data and if 
the cost of collecting data and the associated risk of collecting a large dataset are worth 
the outcome of creating the dataset and model (Vera et al., 2019). With your community 
partners, budget for curation and documentation at the start of a project and only create 
datasets as large as can be sufficiently documented.

Similarly to most applications of ML, applying ML with community engagement 
faces challenges. The first challenge stems from data scarcity and data quality. Even 
when there are data, differences in collection methods due to differences in the environ-
ment (such as water quality, soil sediments, and population demographics) can create 
discrepancies and hinder the creation of a large, consistent, and high-quality dataset for 
ML. The second challenge arises from overfitting. Overfitting is where a model can 
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have excellent predictive performance on the training samples but fails to accurately 
predict for new samples. Lastly, traditional statistical tools may be more appropriate 
than ML in some cases, especially when there are small sample sizes (Flicker et al., 
2007). Sometimes, not every problem should be solved by ML tools directly—thoughtful 
design is needed to address social and environmental problems with ML tools 
(Holifield, 2001).

11.2.2.5  Brief Introduction to Qualitative Data Collection 
Qualitative data are a form of data that can be used to address and understand a problem. 
Qualitative research is a systematic discovery with the intention of generating knowledge 
of social events and processes by observing how people react, interact, and interpret the 
world around them (Montoya & Kent, 2011; Ulin et al., 2004). The qualitative research 
process is flexible and iterative between design and discovery. Qualitative data can be 
expressed using participants’ words, in images, and sometimes in numbers (Montoya & 
Kent, 2011; Ulin et al., 2004). Qualitative data can also supplement and/or guide quantita-
tive data collection. This section will briefly describe some of the methods you can use to 
collect qualitative data. Table 11.5 summarizes some traditional qualitative methods and 
examples of studies using the methods.

11.2.2.6  Ethical Data Collection and Compliance
When collecting identifiable information, the privacy and confidentiality of the infor-
mation must be secured and consent has to be obtained. The guidelines provided by an 
IRB will ensure the data collection process is ethical. Obtaining approval from an IRB is 
especially important when working with vulnerable populations, such as low-income 
people, pregnant women, and children. 

The IRB process was formed in the aftermath of unethical research practices that 
took place throughout history, raising the need for ethical oversight and protection of 
human subjects in research. One example that highlighted the need for ethical oversight 
in research is the Tuskegee syphilis study. 

The intent of the study was to record the natural history of syphilis in Black peo-
ple. The study was called the “Tuskegee Study of Untreated Syphilis in the Negro 
Male.” When the study was initiated in 1932 there were no proven treatments for the 
disease. A total of 600 men were enrolled in the study. From this group, 399 men who 
had syphilis were a part of the experimental group and 201 men were assigned as 
control subjects. Most of the men were poor and illiterate sharecroppers from the 
county. For their participation in the study, the men received medical treatment and 
insurance and other provisions to their families. When penicillin became the standard 
treatment for the disease in 1947, the medicine was not offered to any of the men in 
the study (neither the control nor experimental group). Additionally, the men were 
never informed about the life-threatening consequences of the treatments they were 
to receive and how they could infect their partners and children conceived once involved 
in the research. From 1932 to 1947, the date when penicillin was determined as a cure for 
the disease, dozens of men had died and numerous others had been infected.

An outcry led to an investigation of the study revealing that informed consent,  
a procedure where participants are fully informed about the research, its risks, and ben-
efits and they provide voluntary and informed consent before participating, was not 
conducted. The participants were also not informed of the actual name of the study, 
“Tuskegee Study of Untreated Syphilis in the Negro Male,” its purpose, and potential 
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Table 11.5  Summary of qualitative methods with reference examples of studies using the methods

Method Description Sources/Examples

Records/archival 
review

Reading archival information such 
as historical records, government 
documents, and archival maps 
provides historical and geopolitical 
context for the current environment. 

Historical maps of roadways were 
used to understand how current  
lead soil contamination is correlated 
with the location of old highways  
(Rubio et al., 2022). 

Observations Observations allow us to understand 
people’s interactions in the 
environment or context of interest. 
Given the sensitivity of the data of 
interest and the consent obtained, 
participants may or may not be aware 
that you are there to observe them. 

Interviews One-on-one interviews (in person or 
virtual) offer a more personal way 
to collect data. Interviews are more 
time intensive than surveys but 
provide the opportunity to customize 
the questions for the interviewee 
and deviate from the script when 
interesting information arises. 
An interview can be formal and 
structured (where every interviewee 
receives the same questions) or 
informal and unstructured (more 
conversational and free flowing). 
A semi-structured interview is in 
between structured and unstructured 
where there is a planned list of 
questions but the interview is 
allowed to deviate from the list. 

Post-huricane Katrina mobilized 
environmental and social justice 
movements. Read (X) to see how 
interviews were used to learn from 
community responses. 

Focus groups A focus group gathers a group of 
participants in a room (in person 
or virtual) where a discussion is 
moderated around the topic of 
concern. Rules for the discussion 
should be determined ahead of time 
(such as no interrupting). A focus 
group provides the opportunity for 
unique insights as participants 
will be influenced by each other. 
Focus groups are also the basis for 
additional participatory research 
methods including photovoice and 
participatory mapping, to name a few

Survey A questionnaire to capture 
information. The questions can 
cover open-ended, multiple choice, 
or fill in the blank. When designing 
your survey, consider who your target 
audience is and any eligibility and 
accessibility criteria required. A 
survey can provide both qualitative 
and quantitative information. 

Learn about how citizen science 
projects surveyed people to build 
their advocacy strategies (Corburn, 
Jason, 2005).
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consequences of the treatment they would receive during the study. T”e investigation 
also concluded that no choices were given to the participants to quit the study 
or”receive treatment when penicillin became available. The study was declared 
“ethically unjustified.”

In response to abuses such as the Tuskegee syphilis study, the modern concept of the 
IRB was established to safeguard the rights, welfare, and well-being of individuals par-
ticipating in research studies. The IRB is an independent committee that reviews and 
approves research protocols involving human subjects before they can be conducted. Its 
primary goal is to ensure that research involving humans is conducted ethically, with 
respect for participants’ autonomy, privacy, and safety. IRBs are typically located at 
research universities but can also be externally operating or within a community, such as 
the Navajo Nation Human Research Review Board. 

The importance of the IRB lies in its role as a critical safeguard for research participants. 
It helps ensure the following:

	 1.	 Informed Consent: Participants are fully informed about the research, its risks, 
and benefits, and they provide voluntary and informed consent before 
participating.

	 2.	 Minimization of Risks: Researchers are required to minimize risks to 
participants and ensure that potential benefits outweigh potential harms. 

	 3.	 Ethical Conduct: Research is conducted with integrity and in accordance with 
ethical principles, respecting the dignity, autonomy, and privacy of participants. 
The location where data are collected, such as in a public setting, should account 
for the privacy of the participants. 

	 4.	 Privacy and Confidentiality: Measures are in place to protect participants’ 
personal information and maintain confidentiality, such as encrypting files and 
storing data in a secure location. 

	 5.	 Regular Oversight: The IRB provides ongoing oversight of the research to 
ensure compliance with ethical standards and guidelines.

In summary, the IRB’s history is rooted in the need to protect individuals from 
unethical research practices, and its continued importance lies in its role as a guardian 
of ethical conduct in research involving human subjects. It promotes the responsible 
and respectful treatment of participants, upholds the integrity of scientific research, and 
maintains public trust in the research enterprise.

The IRB process is important when working with community groups and should be 
discussed with stakeholders early in the process. Discuss with participants, particularly 
those who are providing data or a representative organization, what appropriate compen-
sation for the data they provide is and what safeguards they require for the data collected. 

Refer to the Collaborative Institutional Training Initiative (CITI Program) on 
Research, Ethics, and Compliance Training, particularly the training on human subjects 
research (see https://about.citiprogram.org for detailed information). Please review 
your institution’s IRB requirements before proceeding.

11.2.2.7  Phase 2: Data Preprocessing and Data Splitting 
Typical data science preprocessing steps include cleaning the data, normalizing, balanc-
ing a dataset, and assessing relevant features. Stakeholders can be decision makers in 
the data preprocessing steps through using surveys, interviews, and workshops to 
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obtain stakeholder input on which features are important, relevant, and accurate. 
Stakeholders can also provide insight into how to address what to do with missing or 
duplicate data. For example, when you are trying to approximate missing data, you 
might consider dropping all of the missing data, or filling in the average value of the 
data, or using another statistical calculation that is appropriate. These decisions can be 
made in conversation with stakeholders, as they might give you insight into the data 
and how to deal with missing data points to avoid skewing the outcome of the model. 
Stakeholders can also help determine what portion of the dataset can be used for train-
ing and testing. For example, there could be geopolitical borders that split the dataset 
and might require the data to be relatively distributed from the regions so that they are 
representative of the geopolitical phenomena observed. 

11.2.3  Phase 3: Model Development 
During model development, including training the model, refining parameters, and 
determining appropriate metrics, the model can be presented back to stakeholders 
through many means, such as focus groups, workshops, websites, and videos. Important 
metrics of model performance (such as accuracy, recall, and F1 score) should be deter-
mined by the stakeholders. The data scientist is tasked with presenting the ML informa-
tion in an accessible, inclusive, and clear format so that all stakeholders can understand 
the process and create an environment where stakeholders can engage with the process. 

11.2.4  Phase 4: After Modeling 
As a model becomes more complex, it can often turn into a “black box,” making it 
harder to interpret and understand if the ML model predictions are consistent with 
fundamental principles of science (Zhong et al., 2021). It is necessary for the data 
scientists to ensure stakeholders are able to interpret the model. Contextualizing the 
data and maintaining the contextualization (such as who created the data, about which 
people does the data describe, and why were the data collected) are critical before 
applying the data to any decision-making algorithm. 

Once a predictive model is created, stakeholders must be able to access, interpret, 
and dictate how the model is used. It is the responsibility of the data scientist to estab-
lish infrastructure to ensure data remain with vulnerable stakeholders and are not dis-
tributed without participant consent. To ensure this, data scientists have put together a 
Data Sheet checklist (see: https://arxiv.org/abs/1803.09010) to ensure that every ML 
dataset is accompanied with information about its source, operating characteristics, test 
results, and recommended uses (Gebru et al., 2018). We recommend following this 
checklist once you have developed your model. 

11.2.4.1  Phase 4: Model Interpretation 
Ideally, stakeholders should be able to interpret and understand the relationships 
within ML systems. Communities can often perceive ML as a mysterious black box that 
is uncertain and not guaranteed to work. Transparent ML systems, such as open source 
postings, do not necessarily imply improved understanding of the ML system without 
guiding context. Likewise, the availability of large “raw” ML datasets does not equate 
to transparency and does not promote public accessibility or meaningful public engage-
ment with the data and results. Stakeholders can be engaged in the model interpreta-
tion through focus groups and stakeholder interviews, and it is the responsibility of the 
data scientist to inclusively and accessibly communicate the ML system and findings. 
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11.2.4.2  Phase 4: Model Applicability
The model needs to be validated against the context for which it will be applied. On the 
other hand, to prevent socio-technical gaps and unused systems, community partners 
must clearly understand what the ML system is capable of and its pitfalls. Data 
scientists and communities need to be honest from the project onset to ensure that 
community expectations of ML systems are realistic. For example, say data scientists 
want to design an ML system to automatically predict if an industrial company is 
violating water emissions regulations; however, in practice, the ML system may only 
identify indicators such as chemistry changes through water quality sensors. The system 
might require additional human efforts to verify whether the pollution event is indeed 
a violation and should be presented and stated as such.

11.2.4.3  Phase 4: Model Deployment 
Model deployment means sharing and potentially allowing others to reuse or modify 
the model. Commonly used deployment approaches include sharing source code and 
providing executable files and web applications and can include workshops or forums 
where community partners are invited. Sharing source code for others to reuse requires 
expertise in coding; alternatively, web applications or executable files provide ready-to-
use tools to make predictions but limit the ability of other researchers to modify or aug-
ment the tools (Zhong et al., 2021). Work with your community partner to determine 
how much they want to control and modify the model and help establish their capacity 
accordingly. 

The relationship between the community and ML systems is a continuous adaptation 
process that spans long periods of time as communities are dynamic (Hsu et al., 2022). 
Likewise, ML systems need to adjust to the continuous changes in local communities. 
For instance, as we understand more about the real-life effects of ML systems on local 
people, we may need to fine-tune the underlying ML model using local community 
data. To do this, we may need to change and improve the data analysis process so that 
it fits the local community needs. We may even need to stop the ML algorithm under 
certain conditions. Such adaption requires ongoing commitment from researchers, 
designers, and developers to continuously maintain the infrastructure and build capac-
ity for the community to be involved in the maintenance (Hsu et al., 2022). 

The challenge remains of retaining long-term data scientist/community engage-
ment with local people, especially in financially supporting local community members 
for their efforts. For example, community capacity needs to be built to manage and 
sustain the ML model, or funding is needed to hire software engineers who can main-
tain ML systems as community infrastructure in the long term.

11.3 � How to Engage Communities in the Process: Case Study of the 
Mobile Lead Testing Unit Project in Newark, New Jersey 

11.3.1  Brief History Newark Lead Crises 
As we’ve discussed earlier in this chapter, lead is a heavy metal and prominent urban 
toxin that has caused, and continues to cause, significant harm in ESJ communities 
(Cassidy-Bushrow et al., 2017; Fedinick & Taylor, 2019; Ranganathan, 2016; Yeter et al., 
2020). There is no safe level of lead in blood—even small concentrations can cause 
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irreversible neurological and physiological damage (Cory-Slechta, 2012). Lead can 
enter the bloodstream through ingestion or inhalation.

Historical and modern discriminatory socioeconomic policy has resulted in a struc-
turally racist infrastructure where low-income, Black, and other populations of color 
(collectively termed ESJ communities) are disproportionately affected by harmful tox-
ins (Ranganathan, 2016). Due to this long-standing injustice, many communities are 
skeptical of politicians, institutions, and technological interventions. An EJ approach to 
childhood lead poisoning is a coordinated and comprehensive one that includes the 
creation of multilevel and multisectoral policies and partnerships. This includes the 
creation of jobs and job training; providing access to reliable transportation and food 
systems; providing safe, healthy, and affordable home ownership; and fostering ideas 
from those within and outside of low-income and minority neighborhoods to make a 
change (Whitehead & Buchanan, 2019). 

In older cities, lead is found in multiple sources, including lead pipes, lead-based 
paint, soil, and dust. Newark, New Jersey, a city with a predominantly Black and immi-
grant population with a high poverty rate (~30 percent below the poverty line), is 
fraught with toxic industrial remnants, disproportionately exposing people of color, 
low income, and immigrant communities to toxin contamination (NRDC, n.d.). 
Newark, like other industrial cities, is revitalizing its aging, toxic infrastructure, and 
stakeholders have turned to data science as decision-making tools (for instance using 
ML algorithms to predict efficient lead service line replacement and identify areas 
where children are likely to have elevated blood lead levels). While retrofitting and 
rebuilding infrastructure, cities have an opportunity to reinvent decision-making 
processes to center equity. ML can be a tool through which multiple institutions and 
resources can be leveraged to reduce the social and environmental harms of toxic expo-
sure while centering community voices in decision making. During the retrofitting pro-
cess, we asked how we can design an ML algorithm such that the design process and 
outcomes are centering equity. What would justice look like in the context of Newark, 
and how can an ML algorithm work toward achieving it? 

In 2016, Newark’s drinking water garnered public attention with record-high lead 
levels (NRDC, n.d.). The city began handing out bottled water and point-of-use filters 
to homeowners, but later released a report detailing that without precise installation 
and maintenance, the filters do not prevent lead exposure, contributing to deep com-
munity skepticism of city-led interventions and decision makers. With pressure from 
residents, the EPA, and the National Resources Defense Council, Newark replaced all 
known lead service lines with copper pipes, leaving the premise plumbing as the only 
source of lead in drinking water. Like most old industrial cities, lead still remains in 
the paint and soil, which creates dust, leaving residents still vulnerable to exposure 
and harm. 

11.3.2 � Project Initiation: The Newark Water Coalition  
and the Initiation of the Mobile Lead Testing Unit

Spurred by the social and environmental injustices occurring in their community, the 
Newark Water Coalition, a grassroots community-based organization, was formed in 
response to the Newark Lead Crisis. Using a water filtration system, the organization 
distributes clean drinking to residents across Newark. As they evolved, the Newark 
Water Coalition aimed to look at holistic lead exposure from the environment inside 
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Newark residents’ homes. The Newark Water Coalition is an anticapitalist, community-
first organization driven to meet community needs of food, water, energy, and shelter. 
The Newark Water Coalition was primarily motivated by the poor drinking water 
quality in Newark but understands that lead poisoning, and health, are a product of 
multiple intersecting systems and must be addressed holistically. 

Lead poisoning harms those most who experience, and are at the intersection of, 
class, economic, and racial oppression. The Newark Water Coalition advocates around 
these intersecting struggles in the community by distributing food and water to food-
insecure residents; building food pantries; offering immigration, worker, and tenants’ 
rights support; and providing policy advocacy. Climate change and gentrification are 
further exacerbating the inequitable infrastructure-induced stress on ESJ communities 
like those in Newark. 

The Newark Water Coalition posed the research question, “Is lead poisoning hap-
pening in Newark? If so, where?” The Newark Water Coalition values emphasize col-
lective thinking, shared responsibility, listening, taking into account the impact of 
current decisions on future generations, consensus decision making, and a holistic and 
intersectional view of health, all of which provide a strong premise for developing a 
community-driven research project. The UC Berkeley team is driven to extend the tra-
ditional science and engineering research practices and encourages scientists to immerse 
themselves in the field by taking on a social role and conducting hands-on field research. 
To support the Newark Water Coalition, the UC Berkeley team supplemented their 
research question with their own. 

The Newark Water Coalition wanted to collect primary data from residents’ homes 
measuring lead levels in water, soil, paint, and dust as well as a survey covering demo-
graphic and health information. The initiative was termed the Mobile Lead Testing Unit 
(MLTU). The MLTU will yield a dataset that can supplement ML models. The dataset 
and subsequent models will be one step toward helping water system managers and 
public health practitioners target resources to high-risk areas and allow the Newark 
Water Coalition to advocate for community science, lead remediation and abatement 
policies, and community support services and resources. 

The MLTU Project was formed from a four-plus-year-long relationship between 
the Newark Water Coalition and the community and a two-year-long relationship 
between UC Berkeley and the Newark Water Coalition, both of which will continue 
on until the project is completed but has created a much longer connection. The col-
laboration between the Newark Water Coalition and UC Berkeley took two years to 
develop through UC Berkeley researchers having personal connection to New Jersey, 
traveling to New Jersey to join meetings, and assisting in food and water distribu-
tions. Following the key principles listed earlier, the project is centered on the com-
munity of Newark residents while recognizing there are sub-communities with 
individual identities. The relationship and understanding of the key functions and 
community services of the Newark Water Coalition allowed the data science project 
to be designed around the capacity, network, and resources of the Newark Water 
Coalition. The testing unit produced all of their advertising, informational materials, 
and surveys in multiple languages and canvased different locations throughout 
Newark. 

When the Newark Water Coalition and UC Berkeley team started to design the 
study around an ML algorithm for infrastructure, they considered how the algorithm 
affects vulnerable populations at the intersection of oppressive structures.
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11.3.3  Identifying Stakeholders
Stakeholders include decision makers who have control over pipe replacement,  
engineers who design infrastructure, advocacy groups, and grassroots organizations 
supporting residents affected by lead contamination. Using the knowledge of the 
Newark Water Coalition as well as interviews and community meetings, the stake-
holders in Newark were mapped (Figure 11.3). The stakeholder map displays different 
government agencies, local organizations, and academic partners. Most stakeholders 
that we engaged with have some degree of power in the system but have varying levels 
of importance. 

11.3.4  Data Collection 
Once the relationship between the UC Berkeley team and the Newark Water Coalition 
team developed and the scope and timeline for the MLTU was decided, the UC 
Berkeley team joined the Newark Water Coalition team in Newark to commence the 
project. The MLTU team comprised Newark Water Coalition volunteers, all residents 
of Newark, from diverse backgrounds, ranging from high school students to high 
school teachers. 

The testing unit relied on the strength of the Newark Water Coalition’s relationship 
with community members, community leaders, and other organizations to recruit par-
ticipants who trusted the team to enter their homes. The decisions on the study design, 
methods, recruitment, funding, development, and execution were done collaboratively 
between UC Berkeley and the Newark Water Coalition. Public workshops were held on 
community science, coding/data analysis, and building science education material to 
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Figure 11.3  Map of Newark stakeholders covering lead exposure, remediation, and abatement.
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help facilitate the integration and spread of information gained from the project. The 
project looked at health (exposure to lead) but was built upon an understanding that 
food, water, air, energy, and health are all interconnected. The main recruitment sites 
were at events that were centered on food, workers’ rights, and tenants’ rights events. 
Table 11.6 summarizes the different data collected by the MLTU. 

Each resident received an individualized report with the findings from their home. 
The project is ongoing at the time of this textbook being published, but there are steps 
being taken to ensure the information gained in the study will be disseminated via 
reports, documentaries, printed materials, and events. 

11.3.5  Building Community Capacity 
Conducting a community-engaged project should have benefits for all parties 
involved. For data scientists, gaining community perspectives can make the outcome 
relevant for those affected, increase the rigor of the data collected because it contains 
the perspectives of those most harmed, and expand the reach of the results (Balazs & 
Morello-Frosch, 2013). 

For the community, conducting research with data scientists can help them gain 
access to institutional resources (such as data processing systems and data science 
methods) and helps when defending the validity of their findings to other stakeholders. 

11.4  Chapter Summary 
This chapter introduces a community engagement process for designing an ML algo-
rithm. The aim is to explain how communities can engage directly in gathering data for 
ML and how to use these data and the models for advocacy and activism. The case 

Method Data Collected Details

Formal 
interviews

Remediation methods, existing 
datasets, public health resources 

We interviewed stakeholders from 
local and state departments of 
health, industry companies working 
on lead pipe replacement, and 
grassroots organizations 

Informal 
interviews

Best places for recruitment, how to 
design the MLTU house visits 

Informal interviews occurred with 
stakeholders and residents of 
Newark over Zoom or in person at 
food distribution events

Focus groups Resident concerns, perception, 
and experience with lead exposure 
and lead remediation/abatement 
processes 

Small resident focus groups were 
held before the MLTU to inform the 
study design and survey questions 

Qualitative 
survey

Demographic, socioeconomic, and 
health history information 

The survey questions were co-written 
with the Newark Water Coalition and 
were informed by interviews with 
other stakeholders

Quantitative 
survey

Lead concentration measurements 
in paint, soil, dust, and water

In-field test kits used to measure 
lead concentration

Table 11.6  Data Collection Methods Used 
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study in Newark, New Jersey, presents a close collaboration between stakeholders, 
particularly grassroots organizations and researchers, to build ML systems that can 
tackle local concerns with multiple benefits.

Chapter Glossary

Term Definition

Community In this chapter, we define a community as a group of people who are 
indirectly or directly affected by an issue and are working to ensure 
that these issues are recognized and resolved.

Community-based 
participatory 
research

CBPR is a collaborative approach to research that equitably involves all 
partners in the research process and recognizes the unique strengths 
that each brings. CBPR begins with a research topic of importance to 
the community and has the aim of combining knowledge with action 
and achieving social change to improve health outcomes and eliminate 
health disparities.

Data justice Data justice means stakeholders, especially those marginalized by 
environmental and health impacts, have the possibility to understand, 
challenge, and be part of algorithmic decisions.

Environment 
justice

The Environmental Protection Agency defined environmental justice 
as “the fair treatment and meaningful involvement of all people 
regardless of race, color, national origin, or income with respect to the 
development, implementation, and enforcement of environmental laws, 
regulations, and policies.”

Stakeholder A stakeholder is any person, group, or organization with a vested 
interest or stake in the decision making and activities of a project, 
organization, or outcome.
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End of Chapter Problems 
	   1.	 Why are some communities more vulnerable to environmental health risks than 

others? Who is the most vulnerable? 

	   2.	 Pick an environmental/health context, for example, a local design of stormwater 
management or agriculture discharge, and identify the stakeholders, community 
leaders, and decision makers. 

	   3.	 Follow the steps in Section 11.2 to build a stakeholder map.

	   4.	 Reflect on your own positionality (race, class, gender, education, family, lived 
experiences, etc.), how you relate to different stakeholders, how you are perceived, 
and what resources your position allows you. 

	   5.	 Choose a specific stakeholder in your system, and identify two to three questions 
you would ask them. 

	   6.	 Look up your institution’s institutional review board requirements. Complete the 
Collaborative Institutional Training Initiative (CITI Program) on Research, Ethics, 
and Compliance Training, particularly the training on human subjects research 
(https://about.citiprogram.org). 

	   7.	 Find and evaluate an existing dataset following these questions from Datasheets for 
Datasets: 

		  a) � For what purpose was the dataset created? Was there a specific task in mind? 
Was there a specific gap that needed to be filled? Please provide a description.

		  b)	 � Who created the dataset (e.g., which team, research group) and on behalf of 
which entity (e.g., company, institution, organization)? 

		  c)	 � Who funded the creation of the dataset? If there is an associated grant, please 
provide the name of the grantor and the grant name and number. 

	   8.	 Write a short response to the question from Viral Justice (Ruha Benjamin, 2022): 
Why is it important for scientific research initiatives to invite communities to be full 
partners in their work? 

	   9.	 How have citizen scientists utilized their life experiences to advance research and 
investigation? How did citizen scientists fight for environmental justice in Flint, 
Michigan?

	 10.	 What steps can you take to ensure that institutions in your community, or institutions 
you work for, eliminate the practice of extractive logic in the name of science, 
research, or education?
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	 11.	 What are the challenges of including community engagement in the data science 
design process, and how can you overcome these challenges?

	 12.	 What steps can you take and what methods can you use to share your ML findings 
with the community they impact and with the community from whom the data 
came? 
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